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A generalization of axiomatic perturbation theory is described in which propagator structure is 
introduced into the basic formalism, effectively resulting in a systematic rearrangement of the per
turbation expressions representing a given process. The exact retarded functional of a simple Boson 
field theory is decomposed into a Bum of approximate functionals, and all the n-point functions of the 
first few approximate functionals are determined from modified unitarity equations and a knowledge 
of the corresponding perturbation functions. The resulting amplitudes differ from the perturbation 
amplitudes by the replacement of the perturbative spectral functions with related spectral functions 
depending upon the latter and on the propagator structure. Sets of integral equations for the higher 
functionals are proposed and solved. 

I. INTRODUCTION 

I T is known that perturbation theory provides a 
general method for the construction of the n

point functions of relativistic field theory directly 
from the axioms, without the introduction of ad
ditional analyticity assumptions. By axiomatic 
perturbation theory, one means the non-Lagrangian 
methods1

-
a of approximating unitarity, and for this 

discussion, specifically those of I. The purpose of 
this note is to describe a variant of this procedure 
which, by introducing propagator self-energy struc
ture into the formalism at an early stage, may be 
viewed as a rearrangement of the perturbation con
tributions representing a given process. This latter 
statement would be strictly correct if one could 
prove the convergence of both the conventional 
perturbation expressions and those obtained from 
the methods described here; since neither property 
is probably true, the partial sum formalism repre-

* Supported in part by a Ford Foundation Grant. 
• 1 H. Lehmann, K. Symanzik, and W. Zimmerman, N uovo 

Clmento 1, 205 (1955). 
2 K. Nishijima, Phys. Rev. 119, 485 (1960). 
3 H. M. Fried, J. Math. Phys. 3, 1107 (1962); hereafter 

denoted as I. 

sents an independent, alternate method of passing 
from the axioms to arbitrary n-point functions of 
physical interest. 

The essential modifications of the ordinary per
turbation amplitudes, at least for the simplest cases 
which have been calculated, consist of the replace
ment of the perturbative spectral functions by re
lated functions depending on the latter and on the 
propagator structure. One has the possibility of 
choosing a spectral function corresponding to the 
absorptive part of selected, proper self-energy propa
gator parts such that corresponding structure is 
inserted, in a systematic way, into all the other 
n-point functions. In principle, the choice of this 
function is open, the crudest selection corresponding 
to the replacement of "bare" lines by "dressed" 
lines representing the (daisy chain) sum of simple 
bubbles. In practice, a more natural choice is sug
gested by the possibility of removing all self-energy 
legs from the simplest set of nontrivial amputated 
n-point functions, with the consequence of inserting 
a more complicated structure into all lines. This 
latter choice will be made here, and a corresponding 
equation exhibited for the approximate propagator 
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spectral function. Whether the solutions to this 
equation are physically interesting, i.e., whether the 
approximate one-(dressed)-particle-exchange scatter
ing amplitude will contain resonances, is not as yet 
known. Even if this is the case, one must still deal 
with the ghosts which will appear in a more realistic 
theory. However, the possibility of passing from the 
axioms to n-point functions in a generalized manner 
is not without interest, and all that is contemplated 
here is the description of the formalism. 

A second, and more practical reason for the choice 
of the spectral function just described, is that it 
permits the construction of a set of modified ampli
tudes directly from unitarity, making use of the 
known analyticity and symmetry properties of the 
ordinary perturbation functions. This allows the 
statement of the partial sum formalism in the weak 
sense of unitarity rather than in the stronger sense 
of integral unitarity.4 The same techniques are not 
directly applicable to the higher approximations, 
but the assumed existence of the formalism in its 
strong sense leads to sets of crossing symmetric 
integral equations for all the higher amplitudes. 

As in I, the discussion will center about the 
construction of the retarded functional (R,) ex
tensively described by Symanzik,s and, as in I, for 
the reason that the unitarity condition for the 
retarded functional is simpler than that of the time
ordered functional. (Essentially the same remark is 
that the retarded functions are all connected.) In 
Sec. II, a short review of the intermediate-state X 
expansion defining the ordinary axiomatic perturba
tion theory is given, together with its generalization 
to the partial sum formalism in the weak sense. 
Construction of the simplest n-point functions and 
their "radiative corrections" is described in Secs. 
III and IV for the case of a self-interacting neutral 
scalar boson field with quanta of mass m, and 
similar calculations are sketched in Sec. V for a 
pseudoscalar field. The statement of the formalism 
in its strong sense and the resulting equations which 
may describe further corrections to the previous 
amplitudes are outlined in Sec. VI. 

Before proceeding, it may be worthwhile to set 
down, following Symanzik, the basic formulas satis
fied by the axiomatic retarded functional operator R,. 
These are 

(i) integral unitarity 

(1) 

• As in I, integral unitarity denotes the axiomatic property 
of Eq. (1), while unitarity refers to the weaker statement, 
Rz .y - R •. z = i[Rz,R.j. 

6 K. Symanzik, J. Math. Phys. 1,249 (1960). 

which, for relativistic invariance, requires the space
like vanishing of the commutator of (1); 

(ii) the asymptotic condition 

Rz = : exp (Am !j) : (Rz), 

where the bracket means vacuum expectation value, 
the double dots denote a Wick product, and the 
symbol Am %j stands for the operator 

J du AIN(u)Ku ojtu) = J du AIN(u) ojtU)' 

Here, Ku represents the Klein-Gordon operator 
m2 

- Ou, and the operation Kz(Rz) = (Rx) will 
be denoted by the phrase K-G amputation; when 
amputation in the sense of Symanzik5 is intended, 
it will be denoted by the phrase S amputation. 
Combining (i) and (ii), one obtains the compact 
functional expression of integral unitarity, 

(iii) 

where 

D = .. b .~(+). ~ 
" oj oj 

. J d d b (+)( ) 5 = z u v oj(u) ~ u - v oj(v) , 

(2) 

and the notation [A, eD, B] = AeDB - BeD A has 
been used. 

The conventional unitarity relations for the re
tarded n-point functions follow upon taking func
tional derivatives of the difference of (iii) and its 
permuted form. 

(iv) (RZ•h .... ••• )0 - (R y , .Zy ...... )o 

= i 0.(0) ... 0.(0) [(R.) , eD, (Ry.)]i. ' 
J Y2 J Y. ,~O 

where the subscript 0 on the left hand side of (iv) 
indicates that the source function, j(z), has been 
set equal to zero. For the simple cases of spinless 
neutral boson fields treated here, all the retarded 
n-point functions are real, invariant, connected, and 
symmetric in their n - 1 retarded coordinates. 

n. THE A EXPANSION AND A GENERALIZATION 

The asymptotic condition (ii) explicitly exhibits 
dependence of the operator R. on the operator A IN, 

whose commutation properties then provide the 
structure of the unitarity condition (2). It is con
venient to display the complete dependence of Rz 
on A IN, as well as on the source j, by writing 

R. = RzIAm, j} 

= : exp (AI,V :j) : (Rz{A IN , j}), (3) 
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where the c-number functional (Rz{AIN, j\ > then and with the definition 
depends implicitly upon A IN through the integral 
unitarity condition R;{AIN, n = Rz{A-iAIN , A-In, 

Eq. (6) and the vacuum expectation value of (7) 
become oj~y) Rz{AIN, n 

= i8(xy)[Rz{A IN , jj, RyIAu/, j}], 

and its vacuum expectation value. 

(4) R;{AIN , j\ = : exp (AlAIN !j) : (R~(AJN' j\), (8) 

Consider now the scaling transformations 

AIN ~ AlAIN, j ~ A2j, 

where AI •2 are arbitrary, real numbers. The integral 
unitarityequation (4) becomes 

:2 Oity) Rz{AIAIN, A2i1 

= i8(xy) [Rz{AIA IN , A2jj, Ry{AIA[N, A2j\], (5) 

but in writing this the assumption of relativistic 
invariance has been made; namely, that the right
hand side of (5) shall vanish spacelike for arbitrary 
Al,2. This is quite plausible since j is an arbitrary 
~ource function. an~ it is difficult to see how a change 
In the normahzatIOn of the in-field operator can 
destroy the spacelike commutivity of two operators 
which possess this property when Al = 1. If this 
plausibility argument is accepted, then as indicated 
below, one has a simple reason for anticipating the 
relativistic invariance of all the amplitudes con
structed in I. Further, invariance of the spacelike 
comm~tivity property under these scaling trans
formatIOns suggests an immediate generalization 
which forms the conceptual basis of the partial sum 
formalism in the strong sense (Sec. VI). 

With Eq. (3) modified to read 

Rz{AIA IN , A2j} 

_0_ (RA) _ (RA ) _ i ( ) [( A) AD A oj(y) z - z.Y - i 0 xy Rz , e , (Ry )]. (9) 

Equations (8) and (9) represent the basic relations 
of I, which serve to define the successive, crossing 
symmetric, approximate functionals of perturbation 
theory; with 

OX> 

(R;) = E A;(R~n), 
;-0 

the expansion of (9) in powers of A produces integral 
unitarity equations for the Born functional (R;O) 
and functionals of higher index, (R!;), j ;::: 1, whose 
n-point functions contain all the renormalized radia
tive corrections to the n-point Born functions. If, 
by th~ previous plausibility argument, the right
hand SIde of (9) is to vanish spacelike for arbitrary A, 
then when (9) is expanded in powers of A each term 
in the functional expansion must vanish spacelike, 
and the relativistic invariance of all amplitudes so 
constructed is assured. 

The essential part of this scheme is the replace
ment of Eq. (2) by (9), and the identification of the 
exact functional with the sum of all the approximate 
functionals, 

OX> 

(Rz) = E (R;n), 
i-O 

= : exp [(~JA[N :J : (Rz{AIA I .V , A2j}), 

since Eqs. (2) and (9) become identical when A = 1. 
The partial sum formalism in its weak sense may 
now .be defined by rewriting the difference of (2) 

(6) and ItS permuted form in the manifestly identical 
form 

Eq. (5) may be rewritten in the form 

o . 
oj(y) Rz{AIA IN , A2Jl 

= iA 2 0(XY) : exp [(~JAIN !j] : 
X [(Rz {AlAIN, A2il), 

X exp [(~JD 1 (Ry{AIAJN, Azil) J. (7) 

For the special choice of the parameters A 1,2, 

(10) 

where DB is an arbitrary functional differential 
operator, here chosen as6 

D - . ';5 A(+) ~ 
8 - ~ '.... .-

oj 8 oj 

- . J d d ';5 (+) ~ - t .U v -;:-c-) .18 (u - v) -. -
uJ U oJ(v) , 

with 

.1k+)(x) = J:, di CB (i).1(+)(x, i), M Z 2:: 4m2
• 

6 T?e Klein-Gordon operator entering into the definition 
of DB IS to refer to the mass m. 
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If the same A-expansion procedure is applied to (10), 
where the latter is rewritten in the form 

(R~.y) - (R;.z) 

= ~ [(R;), exp (AD + A a DB - AfJ DB), (R~)], (11) 

with a and i3 integers, i3 > a > 0, then for A = 1, 
Eqs. (11), (10), and the permuted form of (2) 
become identical. However, the expansion of (11) 
in powers of A generates unitarity equations for 
new, approximate functionals which differ from those 
of the ordinary perturbation theory, although their 
sum (assuming convergence) is just the exact func
tional; this then corresponds to a "rearrangement" 
of the perturbation series for each n-point function. 
For all 2-point functions, where there is no danger 
in using the formalism in its stronger sense; the 
unitarity relations obtained from (11) will be re
placed by corresponding integral unitarity equations. 

Although this procedure provides the basis for 
a generalized formalism, it is intuitively clear that 
the rearrangements so obtained bear a close re
semblance to the ordinary perturbation forms. The 
measure of this similarity is an indication of how 
much effort must be expended before one obtains 
results which differ significantly from, and illustrate 
the essential modifications of the ordinary perturba
tion forms. Roughly speaking, for certain choices 
of the parameters a, {3 one must calculate at least 
the first few approximate propagators (which will 
be identical to the renormalized perturbation func
tions) before seeing the effect of the DB terms; this 
occurs for {3 > a ;;:: 2. The simplest and perhaps 
most easily interpretable results follow from the 
choice f3 > a = 1, and the discussion of the scalar 
Boson field functions to follow will be based upon 
the simplest of these possibilities, a = 1, {3 = 2 
(and M2 = 4m2

). 

With (R;) = L7-0 Ai (R;j», the barred notation 
serving to distinguish the functionals of index j 
from their perturbation counterparts of I, the ex
pansion in powers of A of 

(R;.,,) - (R~.x) 

= ~ [(R;), exp [XeD + DB) - A2 DB], (R;')] (12) 

defines an infinite set of approximate unitarity 
equations, 

(RO » _ (R(l) 
z,tI v,x 

= i{[ (R~O», (D ~!DB)2 - DB, (R~O» ] 

+ [(R~l), D + DB, (R;O»] 

+ [(R;O», D + DB, (R;l)l}, etc. (14) 

As indicated in Sec. VI, there is reason to believe 
that each of these relations may be replaced by the 
stronger integral unitarity statement; but, with the 
exception of the 2-point functions, only these simpler 
unitarity conditions are needed to determine the 
functionals of lower index. 

III. FUNCTIONS OF INDEX ZERO 

A. The 2-Point Function 

In the limit of zero source, Eq. (13) becomes 

where 

.:l'(x) .:l(x, m2
) + .:lB(X) , 

.:lB(X) .:l1~)(x) + .:l1-)(x) = 1'" di CB(,l).:l(x, i). 
4m' 

The existence of a stable particle of mass m implies 
that the Fourier transform of the exact 2-point 
function has a pole of unit residue on the mass 
shell. If the corresponding residue of the zero-index 
Fourier transform is denoted by Z, it follows from 
Eq. (15) that Z = 0 or 1. The choice Z = 1 then 
implies that the Fourier transforms of all the re
maining 2-point functions are not to have a mass 
shell pole, 

J (=) 2 -(il dv.:l (u - v, m )(Rx.v)o = 0, j ;;:: 1, (16) 

since (15) may be rewritten in the form 
-(0» -(0) 2 (Rx,yo - (Ry,x)o = -.:l(x - y, m) 

+ i 2 J .:lB(U - v)(Rx(,O~)o(R~~~)o. (17) 

Because it is known that the exact momentum 
space propagator satisfies a simple dispersion rela
tion, each of the approximate 2-point functions may 
be taken to obey the same relation; in the language 
used here, this means that Eq. (17) and all similar 
unitarity statements for the higher-index propagators 
may be replaced by the corresponding integral 
unitarity conditions, 
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(18) 

since equations of the form of (18) will always be 
relativistic statements, and there is no danger in 
using the formalism in its 5trong sense here. If the 
momentum space propagator is defined by 

(Rz,y)o = (27rt4 J dpr(p) exp [ip·(x - y)], 

the Fourier transform of (18) becomes 

1'(0) (s) = 2 1 . + (' ds' ~(s') 11'(0) (~') 12 , (19) 
m - s - ~e 14m' S - S - ~e 

where we have taken s = _p2, Po > 0, and set 
lI(s) = (s - m2)2CB (s) > o. 

The reason for the phrase "partial sum formalism" 
is now evident, since Eq. (19) has exactly the same 
structure as the axiomatic dispersion relation for 
the exact propagator.5 In the latter case, lI(s) is 
given by the absorptive part of the proper self
energy diagrams; in this case, lI(s) is arbitrary, with 
special choices corresponding to the selection of 
special self-energy terms. For example, if lI(s) is 
replaced by the lowest-order perturbation bubble 
contribution (two-particle phase space term in a 
theory with nonvanishing vertex of coupling con
stant g), 

l [4m2]! lIes) ---> 327r2 8(s - 4m2
) 1 - -s- , (20) 

then the solution to (19) is just the daisy chain 
representing the sum of an infinite string of such 
bubbles, and this structure will automatically be 
introduced into every other n-point function. 

The appropriate solution to (19), omitting ODD 
zeros, is given by 

1'(O)(s) = [m2 - s - ier l 

[ 2 100 

ds'lI(s') J-I X 1 - (m - s) ( , .)( 2 ')2 ,(21) 
4m' S - S - tE m - s 

and it will be convenient, following the discussion 
in the introduction, to leave open the choice of 
lI(s) until the next section. It may be worthwhile 
to remark that the inclusion of ODD zeroes in (21) 
would give results quite different from those ob
tained by summing the conventional perturbation 
graphs. 

B. The 3-Point Function 

A single functional differentiation of Eq. (13) 
yields, in the limit of zero source, 

(R;~~.)o - (R~~~z)o = il [(R;~~), D + DB, (R~O»J 

+ [(R;O», D + DB, (R~~~)]). (22) 

A solution of (22) is suggested by the form of the 
exact n-point amplitude which appears as a general 
S-amputated function adjoined to "dressed" propa
gator legs.s With a judicious choice of legs the re
maining structure of the amputated amplitude may 
be reduced to a form sufficiently simple such that 
it may be read off from the corresponding perturba
tion construction of I. The simplest illustration of 
the procedure occurs for this 3-point function of 
index zero, and proceeds as follows: 

If the S-amputated amplitude7 (ll~~~z)o is defined 
by the relation 

(23} 

the substitution of (23) into (22), together with the' 
use of (15), leads to the unitarity statement for the 
amputated 3-point amplitude, 

J (R;~!,>O<R~~~,>O<R;~~.)o[(R~~~y'z.)o - (ll~~)'Y'z')ol = o. 

This is satisfied bys 

(ll~~~z)o = g o(x - y) o(y - z), (24) 

where g is an arbitrary constant (with dimensions 
of mass) which, as in I, is to represent the renormal
ized charge of the theory. Equation (24) is just the 
lowest-order K-G amputated vertex of perturbation 
theory; the only difference between the complete 
zero-index 3-point functions in this formalism and 
in the conventional perturbation theory is that 
here we have legs given by (R;~~)o rather than by 
..:lR(X - y). 

C. The 4-Point Function 

A second functional differentiation of Eq. (15) 
yields, in the limit of zero source, 

= i{[(R;~~,y.), D + DB, (R;~»l 

+ [(R;O», D + DB, (R~~~y,y,)l 

+ [(R;~~.), D + DB, (R~~~y,)l 

+ [(R;~~.), D + DB, (R~~~",)]};~o, (25) 

and this can be treated in the same manner as Eq. 
(22). Defining the zero-index S-amputated ampli-

-A 7 S amputation will be used for all the amputated 
(n;(i)X.fl" 'l'}o functions. 

8 This choice satisfies the required properties of connected
ness, reality, symmetry, and Condition B of 1. 
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be rewritten in the form 

substitution into (25), with the use of (24) and (15), In momentum space, with s = _p2, Po > 0, Eq. (29) 
provides a unitarity condition analogous to that of corresponds to an Omnes equation9 j 

the vertex function 

(26) 

where both sides of (26) are understood to be inte
grated over the zero-index propagators. This is 
satisfied by 

3 

(~~~~,y,y,>o = g2 L o(x - YI)(R;~~y,>OO(Y2 - Ya), (27) 
v-I 

where L!-l denotes the sum of the three circular 
permutations of the coordinates Y1.2.3' Equations 
(26) and (27) have the same form as the correspond
ing K-G amputated perturbation expressions, with 
(R!~~)o replacing aR(x - y). 

It is evident from these examples that the con
struction of all the remaining n-point functions of 
zero index can be carried through in a similar man
ner, resulting in S-amputated amplitudes which 
differ from the corresponding K-G amputated Born 
functions by the replacement of internal aR(x - y) 
lines by (R!~~)o lines; the complete zero-index func
tions are then obtained by adjoining (R;~~)o legs 
to each S-amputated amplitude. 

IV. FUNCTIONS OF INDEX ONE 

A. Corrections to the Zero-Index Propagator 
All the corrections to the zero-index 2-point func

tion have the same general form and it is convenient 
to discuss them all at the same time, reserving the 
explicit calculations for the propagator of index one. 
From the integral unitarity form of (14), and similar 
relations of higher index, one obtains 

(R;~~)o = O(xy)Q(i)(x - y) + i20(xy) 

X J a' (u - v) {<R~(.i~)o(R~~~)o + (R~(~~)o(R~:~)o), (28) 

where the inhomogeneous Q(j) terms are constructed 
from n-point functions of index less than j. Each 
o· Q(i) will have the spectral representation 

O(x)Q<il(x) = I.'" di II(i)(i)aR(x, l), 
4 ... ' 

where II <il (l) is real and vanishes for l < 4m2
; 

this is compatible with (16), and (28) may therefore 

,(i) (s) = Q(j) (s) + ('" , as' II(s') . 
J 4m' S - S - 1,E 

X {,(;)(s'),(O)"(s') + ,(j)"(8'),(0) (s') }, 

Q(i)(s) = ,s s . , I.
'" d' II(;)( ') 

4m'S - S - 1,E 

with solution 

f(i)(S) = eU(') (' , ds' . 
J4m'S - S - ~E 

X exp [-a(s')]II(i)(s'), (30) 

u(s) = ! ('" , ds' o(s'). = a(s) + io(s), 
11" J 4 ... ' S - S - tE 

where, with the aid of (19), 

exp [io(s)] = 1 + 2mTI(s)lO) (s), 
and 

-1 [ 211"II(s) Re ,(0) (s) ] 
o(s) = tan 1 _ 211"II(s) 1m ,(0) (s) , 

o(s) = 0, 

An arbitrary, additive solution to the homogeneous 
problem has been omitted. 

For the simplest case, j = 1, Q(l) may be read 
off from the integral unitarity form of (14), 

8(xy)Q(l)(x - y) = -t8(xy) 

X J [a'(+'(ul - vl )a'(+)(u2 - v2) - a,H a,H] 

-(0) ) -(0) -(0) 
X <R~.U1U, o(Ry.v,v,)o + aR(x - y) - (Rz,u)o. (31) 

With the aid of (24), the integral of (31) may be 
written in the form 

-tlO(xy) J (R;~~)o[~(+)(u - v)~(+)(u - v) 

- ~(-) ~H](R;~!)ol 
where 

~(·)(x - y) == J <R~(~~)o6.'(·)(u - v)<R;~~)(). 

In momentum space, (31) then becomes 

Q(l)(s) = [m2 - s - iErl 

_ -(O)C) + I.'" dB' qOl(S') r s , . , 
4m'S - S - U 

9 R. OmnCB, Nuovo Cimento 8, 316 (1958). 

(32) 

(33) 
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where 

q(l)(s) = !g2 If(O)(S)12 J ~' 1m r(O)(s,) 

J ds2 I _(O)() ~(2)( ) X -;- m r S2' .... S, S,S2 , (34) 

and ~(2) is the two-particle phase space integral 
defined by 

8(P)~(2)( _p2, S,S2) 

= (271"f3 J dk, dk2 o(ki + s,)o(k; + S2) 

X 8(k,) ()(k2) o(k, + k2 - p), 

~(2)(8, S,S2) = 1:71"2 8(s + s, - S2) 

X 8(s + S2 - S,)8(S2 - 2s[s, + S2] 

+ [s, - S2]2{ 1 - 2(s, ~ S2) + (Sl ~ S2YT. 

It is clear that if lIes) is set equal to zero, (33), 
(34), and (30) just reproduce the renormalized 
bubble contribution of order l. It is not difficult 
to see that q(l) (s) vanishes for s < 4m2

; this is true 
because the lowest mass of 1m reO) (s) lies at m

2 and 
not because lIes) has been chosen to vanish for 
s < 4m2

• To this order of approximation, the re
tarded propagator is then given by 

'" d' -.:I.e.') 
res) "-' reO) (s) + exp [u(s)]1 ' s e . 

4 .. ' S - S - U 

X [q(!)(s') - lI(s') Ir(O)(s')n (35) 

B. The 3-Point Function 

The vertex function of index one is the first ampli
tude having a nontrivial structure for its S-ampu
tated part. From (14), one sees that the function 
satisfies the unitarity equation 

(R;~t.)o - (R~~!,)o 

- ~ J [.1,(+l(U\ - v\).1,(+l(U2 - v2) - .1,(-l.1,(-l] 

X {(R~~!u,u,MR;~!,v,)o + (R;~~,u,MR~~!v,v,)o). (36) 

With the aid of (24), (27), and (32), the last line of 

(36) may be written in the form 

i 3 J (R(O) ) (R(O) ) (R(O» -'2 g %.z' 0 z'.z 0 Y,D 0 

X [~(+)(u - v)~(+>Cu - v) - ~(-) ~(-)] 

X (R;?~u)o' o(x' - z') - (x ~ y) 

• 3 J -(0) - (0) - (0) - tg (Rz.z.MR.' .• )o(R~ .• )o 

(37) 

and, using the unitarity relations of the previous 
2-point functions, it is easy to see that the first 
line of (37) may be replaced by the combination 

'2 J -(1) -(0) 
- t .1B(u - v)[(Rz ,. u)o(R •. v)o 

+ <R;?~u)o(R;~~)o]) - (x ~ y). (38) 

When the terms of Eq. (38) are combined with the 
second and third lines of (36), one obtains 

The right-hand side of the unitarity condition 
for this vertex function is then given by (39), the 
second term of (37), and the first term of (36). The 
significance of the combination appearing in (39) 
lies in the presence of the o(x' - z') factor, which 
indicates that these terms (which would be called 
contact terms in the ordinary perturbation theory) 
contribute a self-energy part to the legs of the 
S-amputated vertex. This presupposes the use of the 
zero-index propagator for the external legs of the 
entire function, which is effectively required by the 
form of the first line of (36). The appearance of such 
terms in the legs of all higher-index amplitudes 
is just a reflection of the fact that the zero-index 
propagator does not, in general, give an adequate 
description of the legs of every n-point function, 
but its use is nevertheless forced by the formalism's 
close relation to the conventional perturbation 
theory. The terms appearing in the curly bracket 
of (39) are sufficiently complicated (they depend 
upon y rather than y') to rule out guessing the 
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corresponding part of the vertex from the form of 
the ordinary perturbation terms, and in general the 
best one can do is to rely upon a different calcula
tional procedure (e.g., based upon the equations 
of Sec. VI). However, there is still the possibility 
of choosing the spectral function ncs) such that this 
and all the n-point functions of index one may be 
obtained directly from their unitarity relations and 
a knowledge of the corresponding perturbation terms; 
that is, it is possible to require the terms of (39) 
to vanish, which will then lead to a condition on 
n(s) and which will, incidentally, permit the 
calculational method of this section to go through. 

If the curly bracket of (39) is set equal to zero, 
in momentum space one obtains the condition 

f(!)(S) - f(l)*(s) = 21T'i·lI(s)f(!)(s)f(O)*(s) (40) 
or 

f(l)*(s) = exp [-i8(s)]f(l)(S). (41) 

Equation (41) implies that 

f(ll(S) = ~ exp [!u(s»), (42a) 

where ~ is a real constant; this was the reason for 
omitting a solution to the homogeneous problem, 
since the latter would have had the phase 8(s) 
rather than! 8(s) [which, incidentally, is the phase 
of f(O)(s)]. Equations (41) and (42a) and the uni
tarity form of (29) lead to the further restrictions 

n(l)(s) + tan 8~). exp [~(s)] ; 

X 1'" $-- exp [-~(s')]n(l)(s,) = 0, (42b) 
4,..' s - 8 

n(l)(s) + ~ exp [!~(s)] ·sin 8~) = 0, (42 c) 

and it is clear that the crudest approximation to 
the right-hand side of (43) or (44) leads to the 
bubble contribution of (20). Together, Eqs. (43) 
and (21) correspond to introducing into the two
particle phase space spectral function, the dressed 
propagator lines defined in terms of the same 
function. 

To summarize this argument: the original, arbit
rary spectral function lI(s) may be chosen such that 
the S-amputated vertex of index one contains no 
self-energy legs; the choice represented by (43) is 
the simplest, and corresponds to setting the propa
gator of index one equal to zero. In effect, this 
forces the zero-index propagator to be correct to 
this order of approximation, and guarantees that 
the prescription of using unitarity and a comparison 
with the ordinary perturbation forms can be carried 
through. 

Defining the S-amputated vertex of index one 
by the relation 

with (R;~~)o = 0, and with the aid of (15), one 
obtains from (36) and (37), the unitarity condition 

f (R;~~')o(R;~t·)o(R;~~.)o[(.ll~~~y.z')o - (ll~~~z".)o] 

• 3 f -(0) -(0) -(0) 
= -'tg (Rz.z')o(Ry.y')o(R •..• )o 

X [~(+)(x' - y')~(+)(z' - y') 

- ~(-)~(-)](it~~ •. )o - (x ~ y), 

which are implicit statements about the spectral or 
function lI(s). Certainly, the simplest (if not the 
only) solution to Eqs. (42a, b, c) is obtained by 
choosing 11(1) (s) = ~ = 0; in this case (R;~!)o = 0, -il(R;~~)o[~(+)(x - y)~(+)(z - 11) 
and one obtains from the absorptive part of (33), 
or from (35), the relation 

n(s) = l f ds) 1m f(o,(s) 
2 1r 

(43) 

which, with (21), represents a nonlinear integral 
equation for this spectral function. Equation (43) 
may be rewritten in the form 

2 2

1) 
i(I+P) [ ] 

n(s) = :2~4 ° d~ 10 dT]' 1m f(O) ~ (T] + ~) 

X Imf(O{~ (T] -~) }(1 + ~2 - 2T])!, (44) 

- ~(-)~(-)] - (x ~ y). (45) 

This resembles the corresponding perturbation equa
tion except that the latter's self-energy legs (due to 
simple bubbles which were necessarily present be
cause K-G amputation was used) are missing, and 
the ~ (=) functions replace the simple ~ ( .. ) functions. 
On the basis of the perturbation vertex of index one, 
one may write 

(li~~~z)o = -ilfJ(xy) 

X {(R;~~)o[~(+)(x - y)'6.(+)(z - y) 

- '6.(-)'6.(-)] - (x ~ y)}, (46) 
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or 

(ll~~;z)o = -il {(R!~~)08(zy) 
X [~(+)(x - y)~(+)(z - y) - ~(-) ~(-)] 

+ (R!~!)o(J(yz) 
X [~(+)(x - z)~(+)(y - z) - ~(-) ~(-)]), (47) 

representing a relativistic, retarded solution to the 
unitarity equation (45), which is symmetric in its 
retarded coordinates. The property of symmetry, 
made explicit by the equality of (46) and (47), 
follows from (32) and the statement 

(R!~~)o = i2(J(xy)[~(+)(x - y) + ~(-)l 
= i2(J(xy)~(x - y). 

As in I, a pure contact term, Z(l) /l(x - y) /l(y - z), 
may be added to the right-hand side of (46) or (47), 
with the finite constant Z(l) chosen such that the 
Fourier transform of these equations vanishes on 
the mass shell of all invariants; the constant g is 
then renormalized to this approximation. The form 
of the S-amputated vertex of index one constructed 
in this manner corresponds to the simple triangle 
diagram of perturbation theory, with all internal 
d(·) lines replaced by ~(.) lines. 

C. The 4-Point Function 

With the propagator of index one again set equal 
to zero, all self-energy legs will disappear from the 
amputated scattering amplitude. In addition, there 
will occur a cancellation of spurious internal self
energy structure corresponding to the bubble term 
of the fourth-order perturbation graph; such a term 
has already been included in the zero-index 4-point 
function, [Eq. (27)] and the necessary cancellation 
is neatly provided by the formalism. 

These cancellations may easily be seen without 
explicitly calculating the entire amplitude; the uni
tarity condition here is 

(48) 

and the removal of the unwanted self-energy terms 
occurs in the first through the fourth lines of (48). 
Since the S-amputated vertex of index one has no 
self-energy legs, these can only occur in the first two 
lines of (48), appearing there because of the structure 
of the S-amputated zero-index 5-point function. The 
significant terms of the latter will be those three 
(out of a total of 15) which have both internal 
coordinates equal [factors proportional to /l(u1 - u2)]; 

when substituted into the first two lines of (48) these 
terms produce three distinct self-energy legs which 
are exactly cancelled by the counterterms 

-it [(R~~~,.,>, DB, (R;~»] 
-(0) -(0» I + [(R. ), DB, (Ry"y,y. ] (49) 

of the first two lines of (48). The three distinct terms 
of (49) correspond to the three permutations of (27). 

The cancellation obtained in the third and fourth 
lines of (48) corresponds to removing that part of the 
fourth-order scattering amplitude in which a simple 
bubble is inserted into the single internal line repre
senting a one-meson exchange. Using (24), (27), and 
(43), the arithmetic of the cancellation is easily seen. 

Because of the very close similarity of (48) to 
the corresponding integral unitarity equation in the 
perturbation theory, the S-amputated 4-point func
tion of index one can be read off directly from the 
K-G amplitude of index one, by dropping all internal 
and external self-energy parts of the latter (simple 
bubbles) and replacing each d ("') line by a corre
sponding ~ ("') line. It is intuitively clear that the 
same prescription is valid for every n-point function 
of index one. 

The functionals of indices zero and one are thus 
completely determined, and by themselves may be 
viewed as an "axiomatic model" of a simple field 
theory. How realistic such a model may be depends 
on the solutions to (43), and is an entirely different 
question. It should be noted that the scattering 
amplitude here will have nontrivial dependence on 
the invariant variables 8, t, and u, while possessing 
crossing symmetry. 

V. ZERO-VERTEX THEORY 

In this section, the partial sum formalism is out
lined for the case of a self-interacting neutral 
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pseudoscalar boson field, and the derivation of the 
simplest n-point functions will be sketched briefly. 
It will be convenient to change the value of the 
integer {j of Eq. (11) to {j = 3 (and M2 = 9m2

), 

thereby avoiding the introduction of spurious com
plications. One then considers the A-expansion of 

(R;,y) - (R~,%) 

= ~ [(R;), exp [A(D + DB) - A3 DB], (R~)L (50) 

where, as in the scalar field case, all the 2-point 
unitarity statements derived from (50) are under
stood to hold in the stronger sense of integral uni
tarity. 

A. Functions of Index Zero 

The propagator of index zero is again given by 
Eqs. (15), (18), and (21), with II(s) as yet un
specified. The zero-index vertex is taken to vanish 
identically, and the zero-index 4-point function then 
satisfies the unitarity condition (25), where the 
vertex contributions to the latter are missing. De
fining the S-amputated 4-point amplitude in terms 
of zero-index propagator legs, one obtains the simple 
unitarity statement 

(1l~~~.y.y.)o - (1l;~~,.,..y.)o = 0, 

with solutionS 

(1l~~;.y.y.)o = Go(x - Yl)O(YI - Y2)O(Y2 - Va), (51) 

where G is a dimensionless number denoting, as in I, 
the renormalized coupling constant. Equation (51) 
resembles the corresponding perturbation term in 
exactly the same manner as (24) resembles the 
lowest-order K-G amputated perturbation vertex. 
It is clear that the entire zero-index functional is 
composed of n-point functions (n > 2) for which 

(i) all odd-n-point functions vanish; 
(ii) all even-n-point functions consist of zero-index 

propagator legs adjoined to S-amputated amplitudes 
resembling the K-G amputated Born functions of 
perturbation theory, except that each dR(X - y) 
factor of the latter is replaced by a corresponding 

- (0» (Rz,y 0 factor. 

inhomogeneous Q<i> term is absent. The proper 
solution to (52) is therefore (R~~~)o = 0; this is 
not surprising since the corresponding perturbation 
function also vanishes. 

The vertex function vanishes, and the 4-point 
amplitude then satisfies the unitarity equation 

(53) 

Using Eq. (51) and the zero-index propagator for 
the legs, one finds the unitarity condition for the 
S-amputated amplitude: 

(1l~~;,y.y,)O - (1l;!~,.,..y.>o = -~ G2 o(x - Y2) 

X [X(+'(Y2 - Ya)X(+)(Y2 - Ya) 
-(-)-(-) 

- d d JO(Ya - YI) + (Y2 ~ Va). (54) 

There are no self-energy legs in (54), and there are 
none in the corresponding perturbation amplitude.1o 

On the basis of the latter, one may write the relativ
istic, retarded, crossing symmetric solution to (54): 

• 3 

(1l~:~,y.y,)O = -~ G2 L o(x - Yl)8(YlY2) 
1>-1 

X [X(+J(YI - Y2)X(+)(YI - Y2) - X(-) X<-JJO(Ya - Y3) 

(55) 

where Zfll is a renormalization (or subtraction) 
constant multiplying a pure connected contact term 
permitted by (54). In the ordinary perturbation 
theory, Z~l) is logarithmically divergent, correspond
ing to the single subtraction which must be made in 
that amplitude (and which then permits the identi
fication of G with the renormalized coupling constant 
to order G2

). If the S-amputated momentum-space 
amplitude is defined by 

B. Functions of Index One 
The propagator of index one satisfies the integral f(l)(q; PIP2Pa) = (2'lIr

4 J dx dYl dY2 dYa 
unitarity equation 

<.8~~~)O = i8(xy){ [(.8;1», D + DB, (.8;O»J 

+ [(.8;0», D + DB, <.8~1J)]}0, (52) 

which resembles the form of (29) except that the 

10 This is, in fact, the reason for choosing fJ = 3, since the 
choice fJ. = 2 would have intr?duced s~urious self-energy 
parts which are not even present m the ordmary perturbation 
terms. 
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the Fourier transform of (55) leads to 

G2 

f(1)(q;PIP2Pa) = 2" O(q + PI + P2 + Pa) 

X ~ I:. dl[l + (P2 + Pal - ie(p2 + Pa)r
l 

X J d;l 1m f(O\SI)' J ~2 1m f(0)(S2)' };(2)(i, SIS2) 

(56) 

where L!-I now refers to the permutation of the 
three momenta Pl.2,a in the 8, t, and u combinations 
pz + Pa, PI + P2, PI + Pa· Since (56) contains the 
G2 perturbation contribution, unless some re
markable cancellations occur, Z(l) will again be 
logarithmically divergent (but no worse); as in the 
perturbation case, this will accomplish the re
normalization of G to this "order," and the constant 
Z~l) will disappear from the final, finite result. 

All the n-point functions of index one may be read 
off from their perturbation counterparts following 
the rules (i) of A and the slight modification of (ii), 

(ii') all even-n-point functions consist of zero-index 
propagator legs adjoined to S amplitudes resembling 
the K-G amputated index one functions except that 
each .:1( .. ) factor of the latter is replaced by a cor
responding iF") factor. 

C. Functions of Index Two 

Expansion of the integral unitarity form of (50) 
yields the equation defining the propagator of index 
two: 

(R;~~>o = i8(XY){[ <R~O», (D ~!DB)3 - DB, (R~O» ] 

+ [(R~2», D + DB, (R~O»J 

+ [(R~O», D + DB, (R;2l)]}o, (57) 

where the index-one propagator and the vertex 
functions of indices zero and one have been set 
equal to zero. The solution to (57) will be of the 
same general form as (30). In momentum space 
this reads 

1'(2\8) = e,,(&l , s e . II (2) (s') , 1
'" d' -';'(2') 

4m' S - S - ·U 

where n(2) (s) denotes the absorptive part of the 
Fourier transform of the inhomogeneous terms of 
(57). Anticipating the result that the vanishing of 
(R!:!)o will again remove all self-energy legs from 
the remaining S-amputated functions of index two, 
this condition then provides an equation for the 

spectral function lI(s). Since 

II (2) (8) = q (2) (8) _ TI(s) 11'(0) (8) 1
2

, 

where 

q (2\S) = ~~ 11'(0) (8) 12 

(58) 

and };(3) is the three-particle phase space integral 
defined by 

8(p)};(3) ( -p\ SISzSa) = (21rf6 J dk1 dkz dka 

X o(k; + 81) o(k; + S2) o(k; + 83) 

X 8(kl)8(k2)8(ka)o(kl + kz + ka - p), 

if TI(Z) (s) = 0 a comparison of (58) and (19) yields 
the nonlinear equation 

TI(8) = ~~ J d;1 1m f(O)(sl)' J d;2 1m 1'(0)(82) 

which has the same form and interpretation as (43). 
Aside from questions of physical usefulness, as 

indicated previously, this is a useful procedure for 
it now permits all the remaining n-point functions 
of index two to be read off, in modified form, directly 
from the corresponding perturbation amplitudes. 
The prescription is defined by the rules (i) of A 
and the slight modification of (ii') of B, 

(ii") all even-n-point functions consist of zero
index propagator legs adjoined to S-amplitudes re
sembling the K-G index-two functions of perturba
tion theory, except that each .:1 (=) factor of the latter 
is replaced by a corresponding .1( .. ) factor, and the 
self-energy legs appearing in the K -0 amputated 
functions are to be discarded. 

Taken by themselves, the functionals of indices 
zero; one, and two, may be viewed as defining an 
"axiomatic model" of a pseudoscalar field theory. 

VI. STRONG PARTIAL SUM FORMALISM 

It is not clear whether the procedure of calculating 
S-amputated functions on the basis of the corre
sponding perturbation theory K-G amputated func
tions can be continued for general amplitudes of 
higher index. It is clear that these S-amputated 
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functions will themselves contain new self-energy 
legs corresponding to nonzero higher-index propa
gators, unless it is also possible to introduce, in a 
consistent way, new spectral functions n(s) (each, 
e.g., corresponding to the onset of a new cut) such 
that only the zero-index propagator does not vanish. 
In lieu of answers to these questions, it is desirable 
to have, at least in principle, equations for cal
culating the higher-index functions, and these are 
provided by the formalism in the stronger sense of 
integral unitarity. It should be emphasized that the 
remarks to follow are based upon a plausibility 
argument of relativistic invariance similar to that 
of Sec. II; it is therefore possible that the discussion 
of this section it is in part incorrect, although this 
does not appear to be likely. 

The relativistic invariance of the A-expansion 
defining the perturbation amplitudes of I is based 
upon the spacelike vanishing of the commutator 
of (5) for arbitrary, real scaling parameters AI.2' 
The generalization to the partial sum formalism in 
its stronger sense is suggested by considering those 
additional transformations on AIN which leave un
changed the spacelike commutivity property; that 
such transformations will, in general, also change the 
content of the unitarity condition is not immediately 
pertinent to this discussion, since such unwanted 
modifications will be removed later on. In particular, 
if there exists an operator BIN with the properties 

(i) [AIN(x), BIN(Y)] == 0, 
(ii) [BIN(x), BIN(Y)] = c number vanishing 

spacelike, 
then it is reasonable to conjecture that the operator 
R.{AIN + BIN, j}, obtained from Rx{AIN, j} by 
the replacement 

will have a commutator which vanishes spacelike: 

[Rx{AIN + BIN, j}, Ry{AIN + BIN, jl] 

= 0 spacelike. (59) 

This can be made plausible by an examination of 
the simplest terms which enter into the commutator 
of (59), but it would be most desirable to have a 
proof of this property. 

An operator B IN fulfilling requirements (i) and (ii) 
may be constructed by enlarging the Hilbert space 
to include "particles" or, in general, continuous 
mass distributions which do not contain the physical 
mass m of the field A IN. The commutator of two BIN 
fields will then have the representation 

[BIN (x) , BIN(Y)] = iIlB(X - y) 

= i (' di C B(K2)Il(X - y, i), 1M , 

where M > m. It should be emphasized that the 
introduction of extraneous particles or mass distri
butions into the existing axiomatic description of a 
single particle of mass m is not contemplated here; 
the only aim of this discussion is to represent an 
operator BIN such that (59) is made plausible. With 
the asymptotic condition, Eq. (3), modified to readll 

Rx{AIN + BIN, j) = : exp [(AlY + B IY) :j] 
X (Rx{AIX + BIN, n), (60) 

the result of this argument is that the vacuum ex
pectation value of the commutator of (59) shall be 
expected to vanish space like : 

[(Rx{AIAIN + A3BIN' A2m, 

X exp [(~JD + (~:rDB J, 
X (Ry{AIAJ,Y + A~BIs, Azjj)] 

= 0 spacelike, (61) 

where the arbitrary, real scaling parameters A1.2.3 
have been introduced. 

If Eq. (61) is true, then when (11) is rewritten 
in the integral unitarity form 

(R; .• ) = ~ O(xy) 

X [(R:), exp (AD + A ex DB - A~ DB), (R~)], (62) 

with 

and 

(R~) = (R.{A-!A IN + A-I[A a 
- A"]iBIN , A- 1m, 

each term in the expansion of (62) in powers of A 
will be relativistically invariant. This will certainly 
be the case for all 2-point functions, which property 
has been used in the previous sections. Assuming 
that this is true in general, means that one obtains 
for the general (n + I)-point function of index j, 
a relativistic integral equation of form similar to 
that of (28); 

11 It is essential that the K-G operator appearing in the 
exponent of (60) refer to the mass m. 
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(R!:!, .. .•• )0 = 8(XYl)Q(iJ (x, Yl •.• Yn) 

+ i2 8(xYI) J a/(U - v) 

-C') -(0) - (0» (R(i) ) I (63) X {(R,':uY''''u.)o{Ry,.v)o + (R •. u 0 .,.VY ... ·h 0 , 

where the inhomogeneous Q(f) term is composed of 
functions with indices less than or equal to j; the 
only j-index amplitudes appearing in Q en will be 
(m + I)-point functions with m < n. The existence 
of solutions to (63) means that one then has, as in 
the perturbation theory, a meaningful expansion 
procedure, since higher-index functions are obtained 
in terms of lower-index functions. The only solutions 
to (63) which are acceptable, are those satisfying 
the requirements of connectedness, reality, re
tardedness, symmetry of the retarded coordinates, 
and condition B of 1. 

As in I, one expects to be able to construct crossing 
symmetric solutions because of the explicit operator 
nature of the transformation 

R,,~R; 

= : exp [(AtAIN + [A" - A"J!BIN) !j] : (R~). (64) 

That is, the operator statement 

R:.y = ~ 8(xy)[R~, R~J, (65) 

together with (64), just produces (62) upon taking 
the vacuum expectation value of (65). Hence all 
subsequent functional derivatives of (62) are equally 
well specified by calculating the vacuum-expectation 
value of the derivatives of (65). But any functional 
derivatives of (65) may be rearranged in the mani
festly symmetric form 

A Z"" 
R .... , .. 'Yo = A n ~ 8(X!h) ... 8(Y,,-lYn) 

X [ ... [R;, R;,], R~J ... ], R~n), 

or 

(R;.1I1 '''Yn) = ~: ~ 8(XYl) ... 8(Yn-lYn) 

X [ ... [(R;), exp (AD+A"DB-A"DB), (R;,)],· .. J, 

X exp (AD + A"DB - A"DB), (R;.»), (66) 

where the symbol Lp denotes a sum on the permuta
tion of the coordinates Yl ..... ". Equation (63) repre
sents the integral equations obtained by the ex
pansion of (62) in powers of A, together with n - 1 
functional differentiations; the identical equations, 

but written in a crossing symmetric manner, are 
obtained by the corresponding A-expansion of (66). 

Solutions to these equations may be constructed 
using a simple generalization of the ordinary per
turbation procedure given in I. One first notes that 
Q(f) is antisymmetric in x and Yl, and that the 
unitarity form of (63) may be rewritten, using (15) 
and the zero-index propagators as legs, in the form 
of the previous sections; 

(67) 

In momentum space, the Fourier transform of the 
absorptive part of the index-j, S-amputated ampli
tudes is then given by the transform of Q(j) divided 
by the factors 1'(0) (-q)f(O\ -Pl)f(O) (P2) •.. 1'(0) (p,,) , 
where q, PI, ... , P .. are the momentum variables 

. S' Q(i)' dt b conjugate to x, Yl, ... ,y". mce IS assume 0 e 
composed of known functions, the difference of 
<ll~:~""y,,)O and its permuted form is then de
termined. 

To pass from the absorptive part of this amplitude 
to the complete function, one may rewrite (63) with 
the aid of the previous unitarity manipulations: 

-(I) _ -(ij -(j) 
(R" .• , .... .)o - 8(XYl)[CR ... y,· .. y.)o - (R1I1 .Z ... y.)oJ 

Equation (68) is the statement of integral unitarity 
for the entire amplitUde; to be useful, this must be 
converted into a statement about the S-amputated 
function. 

Consider, for the time sequence XO > y~, K-G 
amputation of both sides of (68), 

J -(0) -(0) 
= (R"., .1',)0 ... (R'n' .l'o)o 
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(R~~~;)o represents the nonsingular part (containing 
the dynamics) of the K-G amputated propagator, 
there will be one term in each of the multiple inte
grals of (69) with every propagator replaced by a 
o function. The remaining terms will have k 0 func
tions and n + 1 - k (R(O)') factors in all possible 
combinations except k = n + 1. We denote the 
total of such terms by 

rex, x'; yi, Yl; ... ; y~, Yn) 

= (R~~~,)o(R~~), .y,)o ... (R~~~ ,Yn)O 

- o(x - x') o(yi - 1/1) ... o(y~ - Yn), 

and write (69) in the form 
-A(i) -A(i) -(j) 

(ltx,y, .. 'Yn)O = (ltx,y," ·Y.)o - (R y , ,X" ·Y.)o 

- f r(Yl, yi; x'x; ... ; y:" Yn)(fl~;;,x""y.')o, (70) 

where a term 

(66), one may assert that (71) will be crossing sym
metric, which, with the proviso of relativistic in
variance, completes the construction, 

It is instructive to see the correspondence between 
a specific solution of the form of (71) and the cor
responding special solution obtained for the lower
index functions in the previous sections. The 
simplest, nontrivial example is furnished by the 
scalar vertex of index one, and for this case it is 
clear from a comparison of (46) and (71) that only 
the previously omitted self-energy legs need be 
considered here. The necessary Q(1) terms may be 
read off from (39), and a simple calculation shows 
that the terms which should be added to (46) are 

; o(x - z) f dl p(J)('/)~R(Z - y,'/) 

+ ; o(y - z) f di p(1)(i).:lR(X - z, i) 

+ o(x - y)f(1)(y, z), (72) 

where 

has been subtracted from each side of (70). Because p(1)(s) = /,(0)(S)/-2 1m [,(1)(s)'(O)·(s)]. 
the integral f r(Il(i) maintains its proper time 
sequence, and (70) has been written for X

O > y~, Evidently, the appropriate choice for f(1) is 
the last term on the right-hand side of (70) must 
vanish if the S amplitude is to be retarded. It there- f!)(y, z) = ~ f di p(1)(i).:lR(Y - z, i). 
fore follows that " 

(
-AU) 
ltx.y,·· 'Yn)O = 0, 

or 

-AU) _ (-AU) -A(;) (ltx.y,., .y..)o - B(XYl)[ ltx.y,·· .y.)o - (lty, ,x·· 'Yn)O] 

+ B(x - Yl)f(i) (x, Y2 '" Yn), (71) 

where, as in I, f(;) is determined by imposing the 
requirement of symmetry of the retarded coordi
nates. If no contact terms more singular than 0 
functions have been included in any of the retarded 
functions comprising QUl, then none can appear on 
the right-hand side of (71). Because of the form of 

These extra contributions vanish if the phase of 
,(1) (s) is required to be the same as that of f(O) (s), 
or if ,(1)(s) is itself zero; these conditions are just 
the content of Eqs. (42). 
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We show that a set of n free-field equations and suitable commutation relations relevant to spin 
o or Y2 fields, is invariant with respect to a continuous group of transformations isomorphic to the 
n-dimensional real orthogonal group. We then find that such a set can always be derived starting 
from a given particle multiplet. The continuous group found in this way, includes as subgroups the 
isotopic rotations and the gauge groups related to baryon number and strangeness. Hence this 
method enables us to reobtain the results reached by other authors in some particular cases, and to 
extend them to all particle multiplets. 

1. INTRODUCTION 

I N recent papers, some authorsl,2 have tried to 
geometrize the conservation laws related to the 

quantum numbers characteristic of the strong inter
actions, i.e. !l2, !la, !IN, !ls. They tried to derive them 
from the invariance of the field equations and com
mutation rules, with respect to some subgroups of 
only one continuous group of transformations. These 
attempts essentially concern some cases of free fields 
describing the particles of an isotopic spin mUltiplet 
with its charge conjugate. 

The aim of this work is to show how it is possible 
to derive for each multiplet the largest continuous 
group of transformations, not affecting space-time 
coordinates, conserving free-field equations and the 
relevant commutation rules. In this group one may 
select some subgroups whose infinitesimal generators 
correspond to the usual quantum numbers !la, !IN, !ls. 

However, in our method this result has been 
reached in a quite formal way, because on searching 
for these subgroups we had not any a priori guiding 
principle common to all multiplets. We have then 
followed the a posteriori criterion of reobtaining the 
well-known quantum number assignments. 

At any rate, it is remarkable that, for each 
multiplet, it is always possible to set up a continuous 
group including as subgroups, the isotopic rotations 
and the gauge groups related to baryon number and 
strangeness. Obviously, the infinitesimal generators 
connected to these quantum numbers are not inde
pendent because each multiplet is characterized by 
a fixed value of baryon number and strangeness. 

In Secs. 2 and 3 we derive the continuous group, 
leaving invariant the free-field equations and com-

1 F. Giirsey, Nuovo Cimento 7, 411 (1958). 
2 J. Lukierski, Nuovo Cimento 13, 410 (1959). 

mutation rules of an abstract set of independent 
fields. 

In Sec. 4 our method is applied to the physical 
particle multiplets, and there the subgroups related 
to quantum numbers of physical interest are pre
sented. As particular cases, the nucleon, K meson, 
and 2: multiplets are examined. 

2. SPIN 0 FIELDS 

Consider n independent fields CPl (x) , .•. CPn(X) , 
Hermitean solutions of the Klein-Gordon equation 
and obeying the following commutation relations: 

[Y".(x), Y";(y)] = -ioo;A(x - y). (1) 

Consider now the system of equations 

(D - m~Y".(x) = 0 i = 1,2, ... n. (2) 

From the linearity of the Klein-Gordon operator, 
it immediately follows that the system (2) is in
variant with respect to the group of transformations 

Y"~(x) = a.;Y";(x) , 
(3) 

aij real numbers, det lao; I ~ O. 

Requiring that the transformations (3) also preserve 
the commutation relations (1), one finds that the 
matrix laij I == A should be orthogonal, i.e., 

AA T = AT A = 1. (4) 

Hence the system (2) and the commutation rules (1), 
are invariant with respect to the n-dimensional real 
orthogonal group. 

3. SPIN 1/2 FIELDS 

Consider 2n independent fields Xl(X), '" X2n(X) , 
solutions of the Dirac equation, with the following 
properties: 

465 
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i = 1,2, ... n 
(5) 

i = n + 1, ... 2n, 

and obeying the following anticommutation re
lations: 

{Xia(X) , x;iy)} = -iOiiS(Ja(Y - x), (6) 

{X.a(X), x;iy)} = iO'i~aSaix - y)Cap . (6a) 

Consider now the system of equations 

("'( .. 0 .. + m)xi(x) == DXi(x) = 0 i = 1,2, ... 2n. (7) 

From the linearity of the Dirac operator D, it follows 
that the system (7) is invariant with respect to the 
group of transformations 

(8) 
a'i complex numbers, det lai; I ¢ O. 

Requiring that (6) remains invariant with respect 
to (8), we reach the following conditions on aij: 

2n 

L iai;ap~ = OiP' 
1 

(9) 

Equation (9) reduces the 2n-dimensional full 
linear complex group (8) to the 2n-dimensional uni
tary group. To have (6a) invariant too, we obtain 

2n 

L jaijapi = Oip, 
1 

(10) 

i.e., the 2n-dimensional orthogonal complex group. 

and its charge conjugate ~c, the two independent 
linear combinations 

(4) - 4>C)/iv2. 

Then, if we have invariance under the real orthogonal 
group 0 for these combinations, we have as a conse
quence, the invariance under the group G = U+ 0 U, 
isomorphic to 0, for the usual fields describing 
physical particles. 

In what follows, we are interested in considering 
some subgroups of G which will enable us to define 
the physically important quantum numbers within 
each multiplet. 

A. Nucleon field 

Consider the following equation:4 

(D X IJ'I! = 0 

and the usual anticommutation relations 

{~'Y"(X)' -{;'Y'p(Y)} = -iOn' Sp,,(Y - x), 

{-{;'Y"(x), !/I'Y'fJ(Y)} = 0 "'(,"'(' = p,n, 

{!/I~a(x), !/I'Y'p(Y)} = iOn' ~aS"a(x - y)Cap . 

We carry out the unitary transformation 

(ll) 

(12) 

It then follows that the system (7) and the anti
commutation rules (6) and (6a) , are invariant with where 
respect to the 2n-dimensional real orthogonal group.3 

'I! => 'I!' = U'I!, 

4. APPLICATIONS TO PARTICLE MULTIPLETS 

It is easily seen from the free-field equations and 
the usual commutation (or anticommutation) rela
tions describing the particles of a multiplet with 
their charge conjugates, it is possible, by means of 
a unitary transformation U, to define a set of fields 
fulfilling the conditions stated in Secs. 2 and 3. 
Indeed, the commutation rules (1), (6) and (6a) 
have been obtained considering for every field ~ 

3 We should point out that the limitation to consider in 
spin Y2-case fields with the properties (5), is the same as the 
one of requiring Hermitean fields in spin-O case. In fact if we 
choose the Majorana representation of Dirac matrices [see 
e.g. P. Roman, Theory of Elementary Particles (North
Holland Publishing Company, Amsterdam, 1960), p. 126] the 
Xi are Hermitean. Then, the structure of the continuous 
group is found at a certain extent to be independent from the 
spin of fields, but it only depends on the number of fields 
being considered. The fact that with this method we can 
reach, as shown in Sec. 4, the same results of Giirsey without 
the formalism used by him, strongly connected with the 
field spin properties, demonstrates that this connection is 
not essential. 

and we obtain 

(!/Ip + !/I;)/v2 Xl 

'I!'= (!/In + !/I~)/v2 X2 -
(!/Ip - !/I;)/(V2i Xa 

(!/In - !/I~)/V2i X4 

Hence, it follows that (11) and (12) are invariant 
with respect to a group G4 isomorphic to the four
dimensional real orthogonal group. Particularly, we 
have invariance with respect to a group R4, iso
morphic to the four-dimensional real rotations. As it 
is well known, R4 is isomorphic5 to the direct product 

4 yve use the symbol In to indicate the n-dimensional unity 
matnx. 

I See, e.g., M. Hamermesh, Group Theory (Addison-Wesley 
Publishing Company, Reading, Massachusetts, 1962). 
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of two unitary unimodular bidimensional groups U' 
and U", i.e.: 

R4~ U' XU". 

Consider the following group of matrices acting 
on '1'6. 

R(a, I) = lexp (!ial x d) 0 I. 
o exp (-!ial x d*) 

This group, which obviously corresponds to the 
usual isotopic rotations, is a subgroup of R4 • Con
sider also the group of matrices, also acting on '1': 

R(a, (3) = I aI
2 

{3
U2

1' 
(-{3U2)* a*I2 

where \a\2 - \(3\2 = 1. R(a, (3) is a subgroup of R4 
commuting with R(a, 1) and isomorphic to a unitary 
unimodular bidimensional group, as it is easily shown 
by the following mapping: 

{3U2 ¢::> i{3. 
We obviously have 

R4 = RR. 

(One can check that R' = URU+ and R' = URU+ 
are subgroups of the four-dimensional real orthogonal 
group. Hence Rand R are subgroups of R4)' R(eiV', 0) 
is a subgroup of R(a, (3) which clearly corresponds 
to the baryon number. 

Let us call fiN the infinitesimal operator corre
sponding to these bidimensional rotations. The group 
R4 is of rank two; we have then only two independent 
commuting infinitesimal operators which we can 
assume as dN and the infinitesimal operator d3 which 
induces isotopic rotations around the third axis. 
It is easily seen that the rotations induced by the 
infinitesimal operator 

(13) 

correspond to the charge. 
We then obtain the results of Gtirsey/ in the 

group theoretical form illustrated by Lukierski.2 

From our method, it is obvious that we can treat 
the spin 0 particles in the same way. That is, if we 
had considered the field <I> relevant to K particles; 

<I> = 

qr,;. 

e G. R. Allcock, NucI. Phys. 27, 204 (1961). 

we should obtain the same results and, if we now 
consider the previous bidimensional rotations in
duced by the infinitesimal operator !IN as corre
sponding now to strangeness number !ls, the rela
tion (13) is the well-known formula for the charge 
operator for K particles. 

B. ~ field 

Consider the following system of equations: 

Ytl:.+ 

Ytl:.o 

'1'= Ytl:.- (14) 
Yt~+ 

Yt~ • 

Yt~-

and the anticommutation relations similar to (12). 
By the unitary transformation w --t X = Uq, 
where 

U = _1_ [13 13] 
v'2 'I '1' -1, 3 1, 3 

we comply with the conditions of Sec. 3, for the 
case 2n = 6. The system (14) and the relevant 
commutation rules are invariant with respect to a 
group G6 isomorphic to the 6-dimensional orthogonal 
real group. The group of matrices 

H(Ei) = lexp (i ~o~ .E.t'J.) 0 1 
exp (i ~~ .E.t'J.)* ' 

where 

1 

t'J3 = 0 

o 
o 

o 
0, 

o 0-1 

which clearly corresponds to isotopic rotations, is 
a subgroup of G6• 

G6 is a simple group of rank three; we have then 
three infinitesimal independent operators commuting 
one another . We can select them as 

where Ela induces the isotopic rotations around the 
third axis and fJ Nand fJ' are the infinitesimal opera-
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tors, respectively, inducing the following plane 
rotations: 

o 

-1a e 

-ia e 

o 

d N ean be designated as a baryon number, but we see 
no physical meaning for d'. 

As G6 is simple, H cannot be an invariant sub
group. Nevertheless 6 a, dN , d', and 6 2 

= 6~ + 
6~ + 6~, are commuting one another,7 as one can 

7 e 1 and e 2 are the infinitesimal operators corresponding 
to the rotations around the first and second isotopic axis. 

easily check.8 Note that 6 2 is not an invariant of 
the group G6 as it happens in the nucleon case where 
the isotopic rotations R are an invariant subgroup 
of R,. 

S. FINAL REMARKS 

Obviously, no new physically interesting result can 
be obtained here, because we have considered only 
the free-field problem. However, our method allows 
a general treatment of the group theoretical proper
ties of a set of free-field equations. It enables us to 
reobtain, as particular cases, the results obtained by 
other authors and to reach similar results for all 
particle mUltiplets. 
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8 For a group G of n-dimensional real rotations of rank l it 
is pOBBible to show that one can select l + 2 infinitesimal 
operators ai, a2 '" all ai', al" so that 

[a" ail = 0 and [a" al2 + (al')2 + (al")2] = 0 
and that ai, ai' and al" are the infinitesimal generators of a 
subgroup of G isomorphic to three-dimensional real rotations. 
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The aim of this note is to give a precise definition of symmetry i~ quantum theory.in ?rder to 
generalize Wigner's representation theorem, in the framework of lattice th?ory and proJectn:e .g~o
metry. We do not require the concept of physical st~t:e; the res~ts are valid f~r any field (dIVISlOn 
ring) used in the realization of the lattice of proposItlOns. PhYSIcal systems WIth the most general 
superselection rules are included in the theory. 

I. THE LATTICE OF PROPOSITIONS 

EVERY measurement of a physical quantity can 
in principle be reduced to a series of "yes-no 

experiments," that is, measurements which have as 
result only one of two alternatives. We shall refer 
to the statement relative to a yes-no experiment as 
a proposition. The structure of a physical system as 
revealed in the set of all observables can therefore 
be completely described by giving the structure of 
the set T of all propositions on the physical system. 

We say that a proposition is true if the answer 
to the related yes-no experiment is yes with a 
probability equal to one; for two elements x and y 
of T we write x ~ y if "x is true" implies ICy is true". 
This relation satisfies all the properties of a partial 
ordering relation on T. 

Following to some extent Birkhoff and von 
Neumann/ we shall postulate some further axioms 
on T, which define a so-called proposition system.2 

1. T is a complete lattice, i.e., given any set of 
propositions Xi of T, there exist always in T an upper 
and a lower bound, respectively, written U Xi and 
n Xi' From that follows the existence of two propo
sitions 0 and u such that 

o ~ x ~ u for all x in T. 

(i) X U ex = u, x n ex = 0; 
(ii) eex = x; 

(iii) x ~ y implies ey ~ ex. 

This operation corresponds to the logical negation. 
3. T is atomic, i.e. for every proposition x ¢ 0 

there exists a proposition P ~ x, different from 0 
such that 0 ~ y ~ P implies either y = 0 or 
y = P; such a proposition P is called a point. 

4. Given two propositions a ~ b, the segment 
[a, b] is defined by [a, b] = {x E T I a C x ~ b}. 

Our fourth axiom expresses that every segment 
inherits the first three axioms; more precisely: 

(i) the mapping e, defined on [a, b] by: 

erx == (a U ex) n b 

is an orthocomplementation on [a, b]. 
(ii) For every point P (not contained in a) such 

that a U P ~ b, a U P is a point for the segment 
[a, b]. 

As a consequence we have that [a, b] also satisfies 
our fourth axiom. 

Two propositions x and y which satisfy the 
relation 

(x n ey) U y = (y n ex) U x 
The symbol x U y denotes the proposition 

are said to be compatible and we note this fact by "x or y," while x n y denotes the proposition 
"x and y." 

2. T is orthocomplemented, i.e. a mapping e of T 

onto itself is given such that x ~ ex satisfies the 
following relations: 

* Work supported in part by the Swiss National Research 
Fund. 

1 G. Birkhoff and J. von Neumann, Ann. Math. 37, 823 
(1936). . . 

2 C. Piron, Thesis presented to the Umverslty of Lausanne, 
Switzerland (unpublished). 

X +-t y. 
We say a lattice T is a direct union of a set of 

lattices T i if any element x E T can be written 
in a unique way in the form x = UX; with Xi E Ti' 

A lattice is said to be irreducible, if it cannot be 
represented as a direct union of two lattices each 
with more than one element. In the other cases it 
is said to be reducible. 

The following results can be proved from the 
axioms: 

469 
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(1) Irreducibility of T is equivalent to any of the 
following conditions: 

(i) )25 and u are the only propositions which are 
compatible with every proposition of T. 

(ii) If P and Q are two arbitrary points in T, 

there exists always a third point R in T such that 

if and only if the projections P(x) and P(y) commute. 
A very general proposition system (with any kind 

of superselection rule) is obtained if we consider an 
arbitrary family of Hilbert spaces Hi; any proposi
tion x of this system is a family {Xi I of closed linear 
manifolds Xi ~ Hi. The system in question is then 
defined as the direct union of the irreducibles 

P U Q = PUR = R U Q. systems T i consisting of all closed linear mani
the folds Xi· The second of these conditions expresses 

principle of superposition and a irreducible proposi
tion system is then said to be coherent. 

(2) Every proposition-system T can be written 
in a unique way as a direct union of irreducible 
proposition systems. A reducible proposition system 
is said to exhibit superselection rules. 

A lattice is called a projective geometry if it is 
complete, modular, complemented, atomic and satis
fies the n continuity3. 

(3) It is always possible to embed a proposition 
system (even if it is not modular) in a projective 
geometry so that: 

(i) this embedding, restricted to the points, is 
one-to-one. 

(ii) the partial ordering relation is preserved. 
(iii) the image of a finite union of points is the 

union of the images of these points. 
(iv) for any family of propositions, the image of 

the intersection of the propositions of the family is 
the intersection of the images of these propositions. 
[For the proof, see reference (2).] 

It follows that if T is irreducible, so also is the 
related projective geometry. Finally, it is known 
that every irreducible projective geometry, whose 
projective dimension (n - 1) is at least three, can 
be realized as the partially ordered set of the linear 
manifolds of an n-dimensional vector space on a 
field (division ring). 

For instance, the linear manifolds of an infinite 
Hilbert space form a projective geometry whose 
partial ordering relation is the inclusion of sets. 

II. DEFINITION OF A SYMMETRY. GENERALIZED 
WIGNER'S THEOREM 

Let Tl and T2 be two proposition systems and p, 
a one-to-one mapping of Tl onto T2 with the following 
properties: 

(i) x C y implies J.I.X ~ p,y, and conversely; 

(ii) p,0 1x = 02J.I.X, 

for every x and y of Tl. 

Such a mapping we call a morphism of Tl onto T2; 

a morphism of a proposition system T onto itself 
(i.e. an automorphism), will be called a symmetry of T. 

Lemma 1. Let p, be a morphism of Tl onto T2, then 

p,(U Xi) = U P,Xi' 

p,(n Xi) = n P,Xi· 

Proof: From the first property of a morphism we 
conclude 

P,Xi ~ }.l(U Xi) for every Xi. 

Then 

P,Xi ~ U P,Xj ~ p,(U Xj) 

follows because of the definition of the union. p,-1 
exists and we thus have 

Again from the definition of the union, 

J-I-1(U J.l.Xi) = U Xi, 

U J.l.Xj = J-I(U Xi). 

Let us now consider the family of the closed linear 
manifolds (in the topological sense). With the above or 
partial ordering relation, this family is a lattice 
which satisfies our four axioms, i.e. a proposition 
system. Let us denote by P(x), the orthogonal 
projection which maps the whole space onto the 
closed linear manifold x; it is well known that 

By analogous arguments we prove the secoad part 
of the lemma. 

From this lemma we conclude: 

(i) J-IUl = U2 and J-I)251 = )252; P(0x) = 1- P(x) and P(x n y) = lim [P(x)p(y)r. 

In this case, two propositions x and yare compatible 

8 M. L. Dubreil-Jacotin, L. Lesieur, and R. Croisotj 
Lecons sur la theorie des treillis, (Gauthier-Villars, Paris, 1953). 

(ii) X ~ Y implies J.I.X ~ J-IY, and conversely. 

This last assertion says: Every morphism preserves 
compatibility. 
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Lemma 2. If PI is a point of TI, then j.lPI is a point 
of T2 and conversely. 
Proof: Let X2 E T2 such that 02 C X2 ~ j.lPI ; 

then 01 C j.l-I(X2) ~ PI' But PI is a point, so that 
either j.l-l(X2) = PI, or j.l-l(X2) 01; i.e., either 
X2 = j.lPI or X2 = 02' 

Q.E.D. 
Lemma 3. A morphism is completely determined by 

its restriction to the points; more precisely, 

J.lX = U ~i' 
This union is understood on the set of the images 
of all the points Pi of TI which are contained in x. 
By definition of a morphism, this implies that it is 
on the set of all the points of T2 contained in j.lX. 
This third lemma is an immediate consequence of 
the first two lemmas if we observe that a proposition 
is the union of the points contained in it. 

Lemma 4. Given a morphism, its restriction to any 
segment is a morphism of this segment; the image of 
an irreducible segment is again an irreducible 
segment. 
Proof: Let la, b] be a segment of TI, its image is 
the segment lj.la, j.lb] of T2; the restriction of j.l to la, b] 
satisfies trivially the first property of a morphism. 
Let X2 E [a, b] and let us construct j.lfJ;l)x. Using 
the first lemma we find 

j.lfJ;!)X = j.l{(a U fJlx) n b} = ~a U fJ2J.lX) n j.lb, 

which is fJ;2) j.lX. This means that the second property 
of a morphism is also satisfied by the restriction of j.l 
on [a, bJ. The first part of this lemma is thus proved. 
The second part follows if we use, instead of the 
original definition of irreducibility, the condition of 
coherence (see first part) which is equivalent. From 
the first two lemmas, we see that this condition is 
preserved by a morphism. 

It follows from this lemma that a symmetry on a 
reducible proposition system is expressed as a 
morphism of every coherent subsystem onto another 
coherent subsystem which mayor may not be 
different from the first one. 

The next theorem is a slight generalization of 
Wigner's theorem. 

Theorem: When T is a direct union of coherent 
subsystems, each of them containing at least four 
independent points, then every symmetry u on T 

maps independently every coherent subsystem T a 

onto a coherent subsystem Tv(a), by a semilinear 
transformation. 
Proof: From the fourth lemma, we saw that each 
T", is mapped onto a T v (",) by a morphism; it is then 
sufficient to prove that every morphism IL of an ir-

reducible T" on an irreducible TfJ is induced by a 
semilinear transformation. We already know from 
the first part that it is possible to embed T a in the 
set of all the linear manifolds of a vector space Va; 
let ia be this embedding (here the assumption that 
T a contains at least four independent points is 
essential); the restriction of ia to the points of T a 
is a one-to-one mapping on the rays of Va, so that 
i~1 is defined for every ray of Va. The same argu
ments also apply to TfJ. Let us denote by 1p the one-to
one mapping ifJj.li~1 acting on the set of all rays W of 
Va, and whose range is the set of all the rays of Vp• 

Using the properties of the i and j.l we deduce 

1p(wl U W2) = ipj.li~I(WI U w2) = 1pWI U 1pW2, 

so that for any wa ~ WI U W2, we have 1pWa ~ 
1p'IF1 U 1pW2, and conversely. 

At this point we refer to the first fundamental 
theorem of projective geometry4 and conclude that 
1p is induced by a semilinear transformation S of 
Va onto VfJ. We remind the reader that if Va 
(resp. V p) is a vector space on a field Fa (resp. Fp), 

a semilinear transformation S of Va onto VfJ is a 
one-to-one mapping, preserving the vector space 
structure and such that 

S(fv) = !,Sv forevery fEFa and vEVa, 

where !' is the image of f under an isomorphism of 
Fa onto FfJ. 

There remains to prove that the restriction to 
ia(Ta) of the mapping induced by S coincides with 
ifJj.li~1 on this domain. This is, however, a direct 
consequence of our third lemma. Our principal 
theorem is thus completely proved. 

Let us now consider the set of all the projectors 
of a Hilbert space H; we already know that this is 
a realization of an irreducible proposition system. 
From our theorem, we conclude that if H is con
structed on the field of real numbers,5 every mor
phism of H is induced by a linear transformation, 
because the only automorphism of R is the identity; 
if H is constructed on the field C of complex numbers, 
there are two types of morphisms: those which are 
induced by linear transformations and those which 
are induced by antilinear transformations.6 The first 
type of semilinear transformations correspond to the 

4 See for instance E. Artin, Geometric Algebra (Interscience 
Publishers, Inc., New York, 1957). 

6 E. C .. G. Stueckelberg/ Helv. Phys. Acta. 33, 727 (1960). 
~ In thlB case the semilinear transformations, having to 

satisfy p.fJJP1 = 0 2p.P 1 must be continuous, so that the only 
!lllow!ld automorp¥sms of C are identity and complex con
JugatIOn; see for Instance, N. Bourbaki, Espaces vectoriels 
topoloqiques (Hermann, Paris, 1955), Chap. IV, Sec. 5, 
ExerCIse 20. 
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identity on C, and the second to the automorphism 
of C realized by complex conjugation. This is a new 
proof of Wigner's representation theorem.7

•
s Finally 

if H is constructed on the field Q of real quaternions,9 

every morphism is physically equivalent to a linear 
transformation, and the reason for this is that every 
automorphism on Q is inner. Let S be a semilinear 
transformation, then r is necessarily of the form 
qfq-l = r for every f in Q and with fixed q in Q. 
The transformation Sf = q-1S is linear and induces 
the same morphism. 

The results so far obtained are independent of the 
notion of Clphysical state". In the next section we 
shall examine the relation of symmetry transforma
tion to the notion of state of a physical system. 

III. THE CONCEPT OF STATE 

A state2 of a proposition-system T is by definition 
a mapping E of T into the real numbers R such that 

(i) E(x) ~ 0 for every x E T, 

E(u) = 1; 

(ii) x ~ y implies E(x) + E(y) 

= E(x U y) + E(x n y); 

(iii) E(x) = E(y) = 1 implies E(x n y) = 1. 

The second property is also supposed to be true 
for any countable set of compatibles Xi' The concept 
of state is thus a generalization of the notion of 
probability in the following sense: if C is a family 
of compatible propositions a state on T generates a 
probability on C. 

If for a given state E there exists a point P such 
that E(P) = 1, we say that E is a pure state; its 
value E(Q) for another point Q is called the transition 
probability from P to Q. 

Let p, be a symmetry and let us define a new 
mapping E~ of 7 into R by E~(a) == E(p,- la). This 
is also a state on 7. Moreover, if E is a pure state, 
so is E~ and conversely. The transition probability 
is preserved. These properties are often taken as the 
definition of a symmetry when 7 is realized as the 
set of all projections of a Hilbert space. The following 
theorem shows that this definition is, in this case, 
equivalent to ours. 

Theorem. Let 7 be the lattice of projections in a 

7 E. P. Wigner, Group Theory (Academic Press Inc., New 
York, 1959), Appendix to Chapter 20. 

8 R. Hagedorn, Nuovo Cimento Suppl. 12, 73 (1959). 
g J. S. Lomont and P. Mendelson, "The Wigner Uni

tarity-Antiunitarity Theorem." (unpublished); D. Finkel
stein, J. M. Jauch, S. Schiminovich, and D. Speiser, J. Math. 
Phys. 3, 207 (1962). 

Hilbert space and let p, be a one-to-one mapping of 
7 onto itself, such that for every state E, E~(a) == 
E(p, -la) and E r ' (a) == E(p,a) are also states on 7, 

then p, is a symmetry in our sense. 
Proof: First of all, p, is one-to-one by definition. Since 
the meaning of a ~ b is Clif E(a) = 1 then E(b) = I" 
we conclude that p,a ~ p,b if a ~ b and conversely. 
For every E we have E~(ep,a) = 1 - E~(p,a) = 

1 - E(a) = E(ea) = E~(p,ea) and we can conclude 
efJ,a = p,ea. This proves the theorem. 
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APPENDIX 

We saw that every morphism of an irreducible 
proposition system (with n ~ 4) is induced by a 
semilinear transformation. The converse is also true 
if we add the conditions: 

for every PI E 71; 

(ii) S-li2e2P2 = i 1eli;ls-li2P2 for every P 2 E 72, 

where i l and i2 are the embedding of 71 and 72 in 
their respective vector spaces VI and V 2 • 

We have to prove that any semilinear mapping 
of VI onto V2 such that (i) and (ii) are verified, 
induces a one-to-one mapping of 71 onto 72 which 
satisfies the two properties of a morphism. fJ, == 
i;1 Sil is clearly a one-to-one mapping of the points 
of 71 onto those of 72' The only apparent difficulty 
is to show that for any x in 71, Silx is an element 
of i 2 (72)' For any x in 71 we have: x = nelP j , 

where the intersection is to be understood on the 
set of all the Pi such that x ~ elPj • With this 
notation, Silx = nSilelP j • 

However, from (i) this is ni202i;1 SilP i; we know 
that i2 preserves the intersection so that we can draw 
out i2 in this expression. This suffices to prove that 
Silx belongs to i 2 (72), and we can write 

so that p, == i;-I Sil is a mapping defined uniquely 
on every proposition of 71' We would prove by 
analogous arguments that fJ, -I == tIl S-li2 is a map
ping defined uniquely on every proposition of 72' fJ, is 
then a one-to-one mapping of 71 onto 72' 

From the explicit form of p, given above it follows 
directly that a ~ b implies fJ,a ~ p.b and conversely. 

Moreover, this expression of p,x is equivalent to 
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O2 U i;l SilP; where the union is to be understood 
on every P; such that P; ~ t\x, i.e., J.l.P; ~ J.l.0 l x; 
then J.l.X = 0 2J.1.0 1x. 

Q.E.D. 
If the dimensions of Tl and T2 are finite, i l and i2 

JOURNAL OF MATHEMATICAL PHYSICS 

are one-to-one mappings and the conditions (i) and 
(ii) become equivalent. This is not surprising if we 
observe that these conditions are SS+ = S+ S = I, 
when we take the realizations of Tl and T2 by Hilbert 
spaces. 
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For the purpose of investigating the N-Body Bose System with a finite number of states, we analyze 
Xi; = AitA;, i, j ::::; K. (A and A t are the usual annihilation and creation operators of the second 
quantization formalism). The Hamiltonian for a fixed number of particles may be expressed in terms 
of the (finite-dimensional) irreducible representations of the Xi;. A set of fundamental equations is 
defined for the irreducible representations Xi;(N, K), i, j ::::; K and is solved for arbitrary Nand K. 
The analysis of the structure of the Xi;(N, K) yields a simple, systematic method for listing all 
possible ways in which nl + ... ni+ .,. + nK = N may be satisfied for n; positive integral or zero. 
This leads to a particularly simple method for constructing the Xi;(N, K), i, j ::::; K. 

INTRODUCTION 

THE Hamiltonian for a system of identical Bosons 
interacting through two-body forces is: 

H = L: Hiil A;Ak + ! L: V;~LA;A;AkAI' (1) 

where 
t 

[Ai' Akl = Olk, 

[A;, A!J = [Ai' AkJ = O. (2) 

The sums in (1) are over a complete orthonormal set 
of single-particle (s.p.) states which are, of course, 
infinite in number. 

The problem of the general diagonalization of (1) 
is most likely insuperable. The problem may be con
sidered solved for the cases of any number of non
interacting particles in an external field and two 
interacting particles not in an external field. In both 
these cases, the problem reduces to finding the 
eigenvalues of a single particle in an external field. 
Solution has also been achieved l for the case of a 
gas at low density and temperature (degenerate 
Bose gas). For such a situation, (1) reduces effectively 
to a bilinear form. For other cases, (e.g. the Three
Body Problem, liquid He4

) one naturally expects 

I N. N. Bogoliubov, J. Phys. (USSR) 11, 23 (1947). 

the biquadratic nature of the interaction term to 
enter in an essential way. 

If we now consider the fictitious case in which the 
sums in (1) are finite, a considerable simplification 
is obtained; for then the Hamiltonian is representable 
by finite matrices. We might hope that by stUdying 
this simpler situation, we may learn how to handle 
the biquadratic term more adroitly, and conse
quently, be able to introduce an approximation 
which does not destroy its essential nature. 

In this communication, we initiate such a study 
by analyzing the matrix structure of 

t Xi; = A;A;. (3) 

In particular, the analysis will yield a systematic 
and rather simple method by which we can construct 
(i.e. display in matrix form) the irreducible repre
sentations of Xii for a system of N particles and K 
s.p. states. 

The reason for taking Xij for the basis of our 
study is that it commutes with the total number 
operator defined by 

(4) 

In a representation, in which :J7, is diagonal, com-
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mutation of m and X implies that 

(N'I X IN) = XN'NON'N, 

i.e., the matrix for X has the following reduced 
structure: 

X = X(N1 , K) (5) 

in which X(N i , K) is a matrix depending on a single 
eigenvalue of m. When both Nand K are finite, 
the dimensions of the irreducible representation 
X(N., K) of X will also be finite. (The fact that 
the structure of these representations of X depend 
also on the number of s.p. states has been indicated 
in the notation). On the other hand, the operators 
A and At do not commute with m. Since the re
duced structure (5) does not exist for them, an 
infinite representation is required whether or not 
K is finite. 

The Hamiltonian (1) commutes with m and there
fore has the structure (5). By using (2), we may 
write 

H = L: H~kA;Ak + ! L: VmIA;AkA;A'I, 

where 

The representation of H for given Nand K can now 
be expressed in terms of the representation of the 
Xii as follows: 

H(N, K) = L: H;kXik(N, K) 

+ ! L: VmIXik(N, K)Xil(N, K). (7) 

We thus see that the irreducible representations of 
Xii are natural elements for the study of systems 
with a definite number of particles and a finite 
number of states. 

I. FUNDAMENTAL RELATIONS 

By using the well-known properties of A; and Ai, 
we can obtain the matrix elements for X ii ( =A;A;); 
these are 

(nf, n~ ... nIfI A;A i Inl' n 2 , ••• nK) 

{[( ) ]1 n,' n,' nj' nK' 
= n, + 1 ni On, ••• On;+1 On;-I' •• OnK 

njo::' .. ·0:;'··· o:~' 
i ~ j (8) 

i=j 

where n" the eigenvalues of N,( =A;A i ), are positive 

integers or zero, and are restricted by the following 
condition: 

K 

L: n, = N. (9) 
i-I 

The actual construction of a set of matrices for the 
Xii for given Nand K from (8) and (9) is a complex 
task for which one must introduce a high degree of 
systemization. A very natural systemization presents 
itself once we have analyzed the structure and inter
relations of the Xii' 

The analysis of the Xii proceeds most effectively 
from a set of fundamental relations which (a) in
volves only the Xii, i, j, :::; K, and (b) defines them 
uniquely (to within a unitary transformation). This 
set of relations is: 

[Xi;, Xkd = X,IOk; - XkiO'I, (10') 

XiiX;; = X'i(X ii + 1), (i ~ j), (10") 
t 

Xii = Xii' (10"') 

The main virtue of basing the analysis on (10) 
is that, in view of (5), these relations are satisfied 
by the representations of Xii for arbitrary Nand K. 
Our problem will then be to find those representa
tions which, for given Nand K, have the smallest 
number of dimensions, i.e. the irreducible repre
sentations. In the future, we shall always reserve the 
notation Xii(N, K) for irreducible representations. 

We shall not assume prior knowledge of the proper
ties of Xii; instead we shall base the analysis solely 
on the fundamental relations (10). This manner of 
proceeding, in addition to its methodological interest, 
lends a strong coherence to the development. 

By stating three relations which the Xi; must 
satisfy, we of course imply that the commutation 
relations (10') are insufficient to define a set of Xii' 
This becomes apparent if we consider the analagous 
relations for the fermion operators defined by 

(11) 
where 

C:Ci + CiC; = Oii} (12) 

C'Ci + CiG; = C:C; + c;c: = 0 

It follows that 

[Y'i' Ykd = YilOkj - YkiO il , (13) 

which is identical to the boson relation (1O')! It is 
clear that if there is to be a difference between bosons 
and fermions, then the commutation relations (10') 
cannot stand alone. The necessity of (10") will be 
demonstrated in the next section. Analagous to 
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(10"), we have for fermions: 

YijYi ; = Y ii(l - Yii ) i ;c j, (14) 

which differs essentially from (10"). (A necessary 
additional relation for fermions is Y~i = Y i ;. We 
shall not analyze fermions any further in the present 
paper.) 

The relation (10"') was introduced in order that 
the Hamiltonian (7) be Hermitian. The relations 
(10') and (10") alone actually define more general 
solutions for Xii; however, we have no need for 
these. 

II. OPERATORS FOR A PAIR OF S. P. STATES 

We shall now focus our attention on the operators 
associated with a pair of arbitrary s.p. states, which 
for convenience we label 1 and 2. These are 

(15) 

Their fundamental relations are obtained from (10) 
by limiting the indices to i, j ~ 2: 

(NI , X I2 l = X I2 [NI , X2d = -X2l} 

(N2 , X l2l = -Xl2 [N2 , X2d = X2l . (lO'a) 

(Xl2 , X2d = Nl - N2 

Xl2X2l = N l (N2 + 1), 

Xl2 = X:l • 

(lO"a) 

(lO" 'a) 

The properties of the set (15) are most easily de
duced by considering the set of Hermitian operators 

i = x, y, z, 
which are defined by the linear transformation 

Lo = HNl + N 2) 

Lx = HNl - N 2 ) 

L y = HXl2 + X21) 

Lz = -!i(Xl2 - X2l) 

(16) 

(17) 

The set (15) is then expressed in terms of (16) by 

Nl = Lo + Lx 

N2 = Lo - Lx 

X12 = Lv + iLz 

X2l = L. - iLz 

(18) 

The commutation relations of the set (16) follow 
from (lO'a); they are 

(Lo, L;l = 0 i = x, y, z, (19) 

[Lx, Lyl : ~L.} 
(L., Lz] - ~Lx 

[L., L.l = iL. 

(20) 

As the notation has anticipated, (20) is just the 
commutation relations for components of angular 
momentum. The properties of the L;, i = x, y, z 
are therefore well known. In particular, we know 
that the irreducible representations of the Li may 
be deduced from (20), and that they are associated 
with a particular (integral or half-integral) eigen
value 1 of the magnitude of the total angular mo
mentum 

(21) 

The irreducible representations of the Li have the 
dimensions 2l + 1. We shall denote a matrix with 
these dimensions by X (I) • 

The operator Lo is not wholly defined by (19). 
All that we may say is that for an irreducible set of 
Lil), (19) is satisfied only by a matrix L~I) of the 
form 

Ao1 (l), 

where 1 (I) is the unit matrix and Ao is arbitrary. 
This lack of complete definition of the set (16) 

[and thus the set (15)] is in accordance with the 
fact that we have so far only used (10'a) and (10"'a) 
which are the same for bosons and fermions. Defini
tion of Lo is completed by first expressing £2 in 
terms of the set (15), viz: 

£2 = HN~ - 2NlN2 + N~ 
+ 2(Xl2X2l + X2lXl2)], 

and then using (lO'a) to obtain finally 

£2 = Lo(Lo + 1). 

(22) 

(23) 

This equation implicitly defines Lo in terms of £2. 
[For fermions, we use (14) and obtain £2 = Lo 
(Lo - 1).] Since the eigenvalues of £2 are 1 (1 + 1), 
we have 

l(l + 1) = Ao(Ao + 1), (24) 

which has the solutions 

Ao = l, -(l + 1). (25) 

We shall retain only the solution Ao 1 since it 
implies that the eigenvalues of Nl and N2 are positive 
integers or zero, while the second solution does not.2 

Weare now in a position to find the representa
tions of the set (15) which correspond to the lth 
irreducible representations of set (16). It is con
venient to introduce the integral quantity u = 2l 
which is an eigenvalue of Nl + N 2 • 

If we want Nl and N2 to be diagonal, we must 

2 The second solution could be used if occupation numbers 
are defined as - (ni + 1). 
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take Ls diagonal in addition to Lo. The eigenvalues 
of L!/) are: 

m = !CT, !CT - 1, ... -!CT + 1, -!CT. 

If we use these eigenvalues to label the rows and 
columns of the representation of the L" we have the 
standard formulas 

(L~I) + lL~\n'm 
= [(!CT + m + 1)(!CT - m)]! Om' ,m+1 • (26) 

(L!I) - iL~»m'm 

= [(lCT + m' + 1)(!CT - m,)]iOm,m'+1 

From (18), the eigenvalues of N!I) and N~l) are 

nl = !CT + m = CT, CT - 1, ... 1, 0, 

n2 = !CT - m = 0, 1, ... CT - 1, CT. 
(27) 

They are positive integers or zero. The rows and 
columns of the representations of the set (15) are 
conveniently labeled by n2 • A simple transformation 
yields 

(N~l))n"n. = (CT - n2)on.'''' 

(28) 
(xg') ... , ... = [(CT - n2 + l)n2 ]lo"., .n.-I 

(X~~')"., ... = [(CT - n~ + l)n~]lon"""_1 
Owing to the linear relation between the sets (1.) 
and (16), the representation (28) is irreducible. 

As yet, we have not mentioned any limitation on 
the number of s.p. states. What we have done is 
to see which consequences followed solely from con
sidering the relations existing among the four opera
tors associated with an arbitrary pair of s.p. states. 
However, if we consider a system which has only 
two states, there is little more to be said since we 
have found the irreducible representations of all 
possible operators. For such a system ;rr, = N 1 + N 2 

and we therefore identify CT with N. Since we have 
agreed to use the notation Xi;(N, K) for irreducible 
representations of X;;, we have the following 
identity: 

i, j ~ 2. (29) 

We shall now look at the operators 

(15) 

from the standpoint that they are a subset of the 
irreducible representation 

Since the set (15) and the irreducible set (29) for 
two s.p. states satisfy the same fundamental rela
tions, we can write 

X,;(N, K) X;J(erm , 2) (31) 
i, j ~ 2 Xii(er,,, 2) 

where· .. CT m , CT • ••• are particular values of CT. In 
other words, X;;(N, K), i, j ~ 2, is now looked upon 
as a reducible representation of Xij, i, j ~ 2. Just 
how many times a particular value of CT appears in 
(31) will be determined in Sec. VI. 

III. GENERAL PROPERTms 

At this point, we shall deduce certain general 
properties of the set (30). First, we shall emphasize 
two simple but important properties: (1) All the 
various irreducible representations of X'j(N, K) 
for given Nand K, are connected by unitary simi
larity (i.e. canonical) transformations; (2) Given one 
irreducible representation, others may be obtained 
by interchanging the s.p. indices of the operators. 

Suppose now we have a representation A. Accord
ing to the second property, we can obtain new 
representations A', A", ... in which a given number 
operator Ni(N, K) has any of the forms of the 
number operators in representation A. From the 
first property, we may then infer that all the number 
operators of a given irreducible representation are 
connected by unitary similarity transformations. 
Since a similarity transformation does not alter the 
eigenvalues of a matrix, we can conclude that all 
the number operators N,(N, K), i ~ K, have the 
same eigenvalues with the same multiplicity. 

By the same reasoning, we can infer that all 
X;;(N, K), i ~ j, are unitarily similar. However, 
these operators may not be transformed into number 
operators. To see this, it suffices to note that 
X 12 (N, K), according to (31) and (28), is non
Hermitian, while the number operators are Hermi
tian. These properties are unaltered by a unitary 
transformation. We thus see that the set (30) is 
naturally comprised of two similarity classes. 

We can now draw the conclusion that the eigen
values of Ni(N, K) are positive integers or zero. 
Furthermore, the restriction 

K 

Lni = N (32) 
1=1 

i, j ~ K. (30) implies that N is also a positive integer or zero and 
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that n, ~ N. It also follows that nl + n2 = U ~ N; 
i.e. the values of U in (31) are bounded. 

IV. REPRESENTATION OF THE NUMBER 
OPERATORS 

The set of commuting Hermitian number operators 
N,(N, K), i ~ K, will be constructed according to 
the familiar principle that (32) is satisfied in all 
possible ways just once. Since we shall always take 
N,(N, K), i ~ K, diagonal, it will be convenient to 
list the eigenvalues rather than to display them in 
matrix form. We therefore define the occupation 
scheme O(N, K) as a listing of all possible (different) 
ways in which (32) can be satisfied. Figure 1 shows 
the general form for such a scheme. For any column 
in O(N, K) the condition (32) is satisfied and no 
column is repeated. The construction of the matrices 
N1(N, K) from O(N, K) is obvious. The dimensions 
of these matrices is clearly the same as the number 
of ways in which N identical particles can be distrib
uted among K states. The answer to this familiar 
problem is 

B(N, K) = (N + K - 1)!jN!(K - I)!. (33) 

The reason for constructing the N,(N, K) in the 
above described fashion is physically obvious if we 
consider a system of free bosons. We then expect 
that all possible physical states which can be realized 
correspond to all possible ways in which N bosons 
may be found distributed among K free-particle 
states. In our development, the necessity for this 
choice will appear when we prove that the set 
X'i(N, K), i, i ~ K, in which N,(N, K) are con
structed as defined above, is irreducible. The ir
reducibility will be seen (in Sec. IX) to be con
nected with the similarity of the N,(N, K), i ~ K. 
We saw in the last section that this is a necessary 
property. 

It will now be shown that all the N.(N, K) con
structed from O(N, K) have the same eigenvalues 
with the same mUltiplicity; i.e. they are similar. 
Let us find the number of times a particular eigen
value nP appears in (say) the ith row of O(N, K). 
Now since all possible ways of satisfying (32) are 
included in O(N, K), this amounts to fixing nP 

particles in the ith s.p. state and asking in how many 
different ways can the remaining N - nP particles 
be distributed among the remaining K - 1 s.p. 
states. The answer is 

B(N - nP
, K - 1), (34) 

which is therefore the multiplicity of the eigen-

FIG. 1. General form of occu
pation scheme O(N, K). 

value nP
• It is clearly independent of which s.p. 

state we consider. 
We shall return to the actual construction of the 

occupation scheme for given Nand K in Sec. VII. 

V. OPERATORS FOR K' SINGLE-PARTICLE 
STATES (K' < K) 

We shall now see what conclusions may be drawn 
concerning the structure of X'i(N, K) by considering 
only the subset of operators associated with K' s.p. 
states when K' < K. For convenience, we shall 
label the subset of K' s.p. states in the order 1, 
2, ... K'. That is, we investigate 

X.,(N, K), i, j ~ K' < K, (35) 

which is a subset of the irreducible set 

X;;(N, K), i,i ~ K. (30) 

The fundamental relations satisfied by (35) are 
clearly the same as those satisfied by the irreducible 
representations 

X/i(U, K'), i, j ~ K', (36) 

for which 
K' 

L Ni(u, K') = ul(u, K'). (37) 
i-I 

Consequently, there exists a representation in which 
the set (35) has the form 

X;;(N, K) Xii(U"., K') 

i, j ~ K' Xii(U .. , K') 
(38) 

in which 0 ~ u :::; N. That is, we now look upon 
Xi/eN, K), i, i ~ K' as a reducible representation 
of the operators X,;, i, j :::; K'. 

We shall now find the number of times in which 
Xi/(u, K'), for given u, appears in (38). Since we 
need only decide this for number operators, we can 
make use of the occupation scheme for our analysis. 
The Ni(u, K') must be constructed in accord with 
O(u, K') and N,(N, K) in accord with O(N, K); 
therefore (38) implies that O(u, K') is contained in 
O(N, K) possibly more than once. Since a particular 
arrangement of integers for which n l + ... nK' = u 
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FIG. 2. Standard oc

cupation scheme O(N, K) 
corresponding to Eqs. 
(41) and (45). 

is satisfied appears in O(u, K') just once, the number 
of times in which this same arrangement appears in 
O(N, K) (for the first K' s.p. states) is the multi
plicity of O(u, K'). Thus we fix u particles in the 
first K' s.p. states and ask in how many ways can 
the remaining N - er particles be distributed among 
the remaining K - K' s.p. states. The answer is 
clearly 

B(N - u,K - K'). (39) 

This is the mUltiplicity of Xii(U, K') for given 
Nand K. 

We now make the following fundamental observa
tion: The number of times in which Xii(er, K - 1) 
appears in Xii(N, K) i, j ::; K - 1 is simply unity; 
for we have K - K' = 1 and B(N - er, 1) = 1 
independently of er and N. This allows us to write: 

Xij(N, K) 

i, j ::; K - 1 

Xi;(N, K - 1) 

Xii(N - 1, K - 1) 

X i ;(I, K - 1) 

Xii(O, K - 1) 
(40) 

This particularly simple result will be quite useful 
in further considerations. 

VI. REDUCTION HIERARCHY; STANDARD 
REPRESENTATION 

If we consider a representation in which the subset 
of operators Xii(N, K), i, j ::; K - 1 have the 
reduced form shown in (40), it is clear that all of 
the remaining operators (i.e. those associated with 
the Kth s.p. state) cannot assume this form; for 
then we would have a reduced form for the set 
Xii(N, K), i, j ::; K, which is contrary to the 
assumed irreducibility. 

The process of reduction can, however, be con
tinued for operators associated with fewer and fewer 
s.p. states. The next step would be to express 
Xii(N, K), i, j ::; K - 2, in terms of Xij(er, K - 2), 
i, j ::; K - 2; these latter appear B(N - er, 2) times. 
By reasoning along the same lines as in the pre
ceding paragraph, we can conclude that once this 
is done, the remaining operators (associated with 
s.p. states K, K - 1) cannot be similarly reduced. 
Continuing this process, we eventually arrive at 

X;;(N, K), i, j ::; 2 whose reduced form contains 
only X;;(er, 2), i, j ::; 2; these latter appear B(N - er, 
K - 2) times. 

We now take the representation obtained by the 
above process as the standard representation. Thus 
the operators associated with the s.p. states 1 and 2 
will exhibit maximum reduction while those asso
ciated sucessively with indices no greater than 3, 
4, ... K will show a decreasing amount of reduction. 
Furthermore, whenever we express Xii(V, K') in 
terms of Xij(er, K' - 1), we shall arrange these latter 
matrices, which appear once for each value of er, 
such that they appear down the diagonal in the order 
er = v, v-I, ... 1, O. 

VII. THE STANDARD OCCUPATION SCHEME 

The occupation scheme is of course, just a listing 
of the eigenvalues of the Ni(N, K), i ::; K. We shall 
do this according to the standard representation de
fined in the preceding section. Let us first consider 
the number operators of the first K - 1 s.p. states; 
according to (40) we have 

Ni(N, K) 

i::;K- 1 

Ni(N, K - 1) 

Ni(N - 1, K - 1) 

N i(l, K - 1) 

Ni(O, K - 1) 

. (41) 

The matrix N K(N, K) can be obtained by noting 
that since 

K-l 

L Ni(u, K - 1) = ul(er, K - 1), (42) 
i=l 

the region in N K(N, K) corresponding to Ni(er, 
K - 1), i ::; K - 1, must have the form 

(N - er)l(u, K - 1) 

For only then can we satisfy: 

K 

L ni = er + nK = N. 
i-I 

We may therefore write 

O·I(N, K - 1) 

1·I(N-l,K-l) 

N·l(O,K-l) 

(43) 

(44) 

(45) 

The occupation scheme corresponding to the above 
structure is given in Fig. 2, in which O(er, K - 1) 
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is the occupation scheme corresponding to the set 
Ni(u, K - 1), i ~ K - 1, 

In view of our discussion on the reduction hier
archy, the occupation scheme shown in Fig. 2 can 
be used iteratively (with N, K ~ u, K - 1 ~ ... ) 
for the purpose of obtaining an explicit numerical 
occupation scheme. We would eventually have a 
scheme in which the values of nK, '" n3 are explicit 
while the remainder of the scheme (for nl and n2) 
is in terms of O(u', 2) which appears B(N - u', 2) 
times. We have previously found O(u', 2) [see (27)]; 
it is given in Fig. 3. 

We shall now present a convenient method by 
which we can construct a standard occupation 
scheme: We start with O(N, 2). By adding on 
O(N - 1, 2), ... 0(0, 2) and the scheme for n3 
according to Fig. 2 with K = 3, we obtain O(N, 3). 
We then add on O(N - 1, 3), ... 0(0, 3) and the 
scheme for n4 again according to Fig. 2, but for 
K = 4 and thus obtain O(N, 4). By continuing in 
this fashion, we can build up the standard occupa
tion scheme for arbitrary K. 

The general scheme shown in Fig. 4 will illustrate 
a point which facilitates construction even more: 
Let us assume that we have completed construction 
of O(N, K - 1), which in Fig. 4 is the region sub
tended by nK = 0, and now wish to make the ex
tension for O(N, K). We notice that the scheme for 
nl, ... nK-2 for the successive regions subtended 
by nK = 1, 2, '" is obtained from the first region 
(nK = 0) by successively dropping off O(N, K - 2), 
O(N - 1, K - 2), ... . Also, the corresponding 
nK-I are obtained from the first region (nK = 0) 
by successively dropping off N, N - 1, .... With 
this final observation, we have reduced the con
struction of the occupation scheme to a series of 
simple, automatic operations for which, according 
to the whole of the preceding analysis, we are 
guaranteed that we have included all possible ways 
of satisfying n l + ... + nK = N just once. The 
occupation scheme for N = 2, K = 4 is shown at 
the bottom of Fig. 5. 

VIn. EIGENFUNCTIONS OF Ni(N, K)j LABELING 

The Hermitian matrices Ni(N, K) have B(N, K) 
independent eigenfunctions. Owing to the degeneracy 
of each Ni(N, K), anyone of them is incapable of 
defining a unique basis for the B(N, K) dimensional 
space in which we represent the set Xii' i, j ~ K. 
However, eigenfunctions \[1 which are common to 

FIG. 3. Standard occupa
tion scheme 0(0", 2). 

n, 
IN) IN-I) ••• (0) I~-I) IN-2) ••• (OJ (I) {OJ (OJ 

0 '1 0 

N-I N 

FIG. 4. General form of standard occupat!on. s?heme 
O(N, K). The region occupied by O( v, K-2) IS mdICated 
by (v). 

the whole set Ni(N, K), i ~ K, form an orthogonal 
basis for the space. This may be shown as follows: 
The Hermitian property of Ni(N, K) implies that 
its eigenfunctions satisfy the condition: 

o = (\{II, N,(N, K)\[1) - (\[1, Ni(N, K)\[1'). (46) 

Since hermiticity also implies (\[1, \{I') 
we have 

o = (ni - nD(\[1', \[1). 

(\)t', \[1), 

(47) 

Now since the set Ni(N, K), i ~ K, has been con
structed such that the sequence ni, ... nk. is not 
identical to the sequence n l , ••• nK, Eq. (47) can be 
true for all i only if 

o = (\[1, \{I'); (48) 

i.e. The set of common eigenfunction must be an 
orthogonal set. 

Actually, we needed to consider only K - 1 
number operators to demonstrate the necessity of 
(48) since members of the set Ni(N, K), i ~ K, 
are related by the condition 

K 

L Ni(N, K) = Nl(N, K). (49) 
i-l 

However, we cannot consider a smaller number 
than K - 1. For then, the sequences ni, ... nk', 
K' ~ K - 2 and nl , ••• nK', are not in general 
distinct. This arises from the fact that the multi
plicity of N,(fj, K'), i ~ K' ~ K - 2, in N.(N, K), 
i ~ K' ~ K - 2 is in general greater than unity. 
The smaller set cannot therefore define a unique 
basis. We can summarize these results in the state
ment that either the set N,(N, K), i ~ K, or ;n 
and any K - 1 members of the previous set are a 
complete set of commuting operators. 

We shall indicate the common eigenfunctions of 
the set N;(N, K) i ~ K by the following notation: 

(50) 

We have included N to denote that (50) is also 
an eigenfunction of ;n belonging to the eigenvalue N. 
Once N is given, we need only specify the eigenvalues 
of K - 1 of the number operators; we therefore place 
n l in parenthesis to indicate its superfluity. The 
reason for choosing nl is that in the standard 
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occupation scheme, the values of nl in each O(u, 2) 
appear in descending order, while the values of n2 
in each O(u, 2), of n3 in each O(u' , 3), etc. appear in 
ascending order. We retain nl for notational con
venience. 

Evidently, rows and columns of matrices can now 
be labeled according to the eigenvalues of the set 
Ni(N, K) i ~ K; i.e. by (the cohunns of) the oc
cupation scheme O(N, K). 

IX. SOLUTION FOR X,i (N, K), i ,e j 

The solution for Xi/eN, K), i ~ j, follows simply 
from the preceding analysis. We shall first consider 
Xu(N, K). In the standard representation, it is 
explicitly composed of X l2 (U, 2), 0 ::::; u ::::; N, which 
appear along the diagonal in a prescribed fashion. 
We may therefore write 

(N;nk ... (nDI X I2(N,K) IN;nK ... (nl) 

= ~:~ .... o::'(u; n~(nDI X l2(u, 2) lu, n2(nl). (51) 

If we now substitute the third formula from (28), 
with the substitution u - n2 = nl, we obtain 

(52) 

For convenience, we have introduced a superfluous 
Kronecker symbol which is in accordance with the 
restriction L n: = L ni = N. 

For arbitrary i and j, Xi/eN, K), i ~ j, is obtained 
as follows: We have noted in Sec. III that an inter
change of s.p.-state labels is tantamount to a uni
tary transformation of the set Xi/(N, K), i, j ~ K. 
Consider the interchange of 1 with i and 2 with j; 
that is, the set 

NA = N I , N 2, ... N m , ••• N i, N;, ... NK (53) 

is transformed into the set 

NA = N i , N; ... N m , ••• N I, N2 ... NK (54) 

and 

Since X\2 is explicitly a function of the eigenvalues 
of the number operators, its transformation is de
termined by their transformation. We thus have 

Xl. = [(n i + l)n.lio~~' ... o~:' O~:~,(O~::,) (55) 

or 

which is the desired expression. This last result 
agrees with (8). 

We have thus completed the task of obtaining a 
set of Xi;(N, K), i, j ::::; K, solely from the funda
mental relations (10). One may verify directly that 
(56), along with 

(N;nk··· (nO I Ni IN;nK'" (nl » 

= nio:~' ... (0:;'), (57) 

satisfy the fundamental relations. In this verifica
tion, a subtle point arises: It is apparently not neces
sary to use the principle that the number operators 
are constructed such that all (and not just some) 
possible arrangements are included for which the 
condition nl + ... + nK = N is satisfied. The 
point is that (56) is not defined except when all 
possible arrangements are included. This may be 
verified directly in simple cases; however, the general 
necessity of the principle may be inferred from the 
irreducibility of the set Xi;(N, K), i, j ~ K, which 
has been constructed according to that principle. 
We now demonstrate the irreducibility. In Sec. XI 
we give a practical method for constructing the 
matrices Xi;(N, K), i ~ j. 

X. IRREDUCmILITY OF Xi; (N, K), i, j ~ K 

If the set Xi;(N, K), i, j ::::; K, were reducible, we 
could put it into the form 

[X~; bj. 
Xi; 

(58) 

Both sets X~; and X~iI i, j ::::; K would then satisfy 
the fundamental relations (10). In partiCUlar, it 
would necessarily follow that all N~, i ~ K, must 
have the same eigenvalues with the same multi
plicity (see Sec. III). The same would also be true 
for N~. We shall show that it is impossible to find 
such N~ and N~, i ::::; K. 

Let us consider the subset Xi;(N, K), i, j ::::; K - 1. 
This subset, and consequently X~;, i, j ~ K - 1 
and X:;, i ~ K - 1, satisfy the fundamental rela
tions (10) for K - 1 s.p. states. This implies that 
we can find a transformation which reduces X~; 
and X~;, i, j ::::; K - I, to terms of Xi;(u, K - 1), 
i, j ::::; K - I, which appear along the diagonal. This 
transformation may of course be chosen with the 
reduced structure indicated in (58); it will therefore 
not disturb the assumed reduced structure of 
Xi;(N, K). After the transformation, Xi;(N, K), 
i, j ::::; K - 1 is expressed completely in terms of 
Xi;(u, K - 1), which according to our analysis 
in Sec. V occur only once for each value of u ~ N. 
In fact, the structure of Xi;(N, K), i, j ~ K - 1, 
just found differs from the standard form (40) only 



                                                                                                                                    

N - BOD Y B 0 S E S Y S T E M WIT H FIN I TEN U M BE R 0 F S TAT E S 481 

in the sequence in which the values of U appear. We 
shall denote this sequence by UN, ••• Up, ' •• uo. 

The important point to note is that a particular 
X'i(Up, K - 1) can occur in either X~i' i, j ~ K - 1 
or X: j , i, j ~ K - 1, but not in both. 

By the same reasoning which led to (45), we can 
deduce the form which N K, (N, K) must now 
assume; for convenience we give N;:, and N;: 

(N - u .. )I(u .. , K - 1), (59) 

(N - u .. +l)l(um +l, K - 1) 

(N - uo)1(uo, K - 1) 

It is now observed that a particular value of 
nK = N - Up appears in either N;: or N; but not 
in both. Stated otherwise: neither N;: nor N; assume 
all the values 0, 1, ... N. Let us now look at N~, 
and N~, i ~ K - 1. One of these sets, say N~, 
~ K - 1, contains N,(N, K - 1), i ~ K - 1, 
whose eigenvalues do assume all the values 0, 
1, ... N. We must conclude that N;: is not similar 
to N~, i ~ K - 1, and therefore, the assumed re
duction does not exist. 

The above demonstration is, of course, meaningless 
for the case K = 2. The truth for that case follows 
from the relation between Xij(N, 2), i, j ~ 2, and 
angular momentum which was established in Sec. II. 

XI. CONSTRUCTION OF THE MATRICES 
Xii (N, K), i ¢. j 

We shall now show that the matrices X;j(N, K), 
i ¢ j are easily constructed in the standard repre
sentation. 

Let us consider the expression 

(N;n~ ... (nDIX;j(N,K) IN;nK ... (n1» 

= [en; + l)nj]!o:~' ... O::~1 ... O::~I(O::'). (60) 

The problem of construction is to locate the nonzero 
matrix elements and then to assign to them the value 
[en; + l)nj]i. A nonzero element whose row is 
given by 

nk, ... n:, ... n:, ... n[ (61) 

occurs only when its column 

is given by 

nk,···n:+1,···n:-1,···n[. (63) 

For a given sequence (61), a unique sequence is de
fined by (63) (they are linearly related). The only 
case in which the row given by (61) does not define 
a column through (63) is when n: = 0, for then 
n; = -1. Another possibility apparently occurs 
when n; = N, for then nj = N + 1; however, since 
n~ + ... + n~ = N, this implies that n~ = o. 
By virtue of the factor [en; + l)nj]i = [n~nj]i, 
these singular rows contain only zeros. By a similar 
analysis, in which we interchange the roles of row 
and column, we find that columns for which nj = ° 
are singular. Let us summarize the above findings: 
In the matrix Xij(N, K) i ¢ j, rows with n: = 0 
have only zeros; all other rows have one nonzero element. 
Columns with nj = ° have only zeros; all other columns 
have one nonzero element. 

These statements are obviously true in any 
representation in which N;(N, K), i ~ K, is diagonal. 
The question now is how do we pair off nonzero 
rows with nonzero columns such that we obtain the 
correct location of the nonzero matrix elements. The 
answer, of course, depends on the representation we 
use. In the standard representation, it is particularly 
simple: In the standard representation, the nonzero 
elements of Xij(N, K), i ¢ j are located by pairing 
off the nonzero rows with the nonzero columns in suc
cession; i.e., the first nonzero row with the first nouzero 
column, etc. 

The validity of this prescription becomes rather 
obvious by considering the equivalent statement: 
When the states defined by (61)-except those with 
n~ = O-are arranged in the sequence in which they 
appear in the standard occupation scheme, the cor
responding states defined by (63) also appear in the 
sequence given by the standard occupation scheme. 
This stems from the fact that according to the cor
respondence between (61) and (63), the sequence of 
the groups of states with n~ = 0, 1, 2 ... (for 
fixed nk, ... n;+I) corresponds to the sequence 
nj = n; + 1 = 1, 2, ... (for fixed nK = n~, ... , 
nj+l = n:+l). Similarly the sequence of groups of 
states with n: = 1,2 ... (for fixed nk ... n; ... n:+1) 
corresponds to the sequence ni = n~ - 1 = 0, 
1 ... (for fixed nK = nk, ... , nj = n; + 1, ... , 
ni+1 = n:+ 1). The important point is that the 
sequential arrangement within the standard occupa
tion scheme is not altered by the correspondence. 
Thus the correct corresponding sequence for de
termining the nonzero columns is obtained from the 
standard occupation scheme by simply deleting those 
states for which nj = 0. 

In Fig. 5, we give as an example the case for 
N = 2, K = 4. We include only X i ;(2, 4) for i < j, 
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FIG. 5. Representation of the set X, 1(2, 4), i, j :::; 4. 

since the matrices for i > j may be obtained by 
transposing (they are real). The matrices N i (2, 4) 
i ~ 4, are easily obtained from the (standard) oc
cupation scheme 0(2, 4) which is found at the bottom 
of Fig. 5. We have also shown the hierarchical 
properties of the standard representation. The re
gions indicated by the broken lines in Fig. 5 corre
spond to O(CT, K - 1 = 3), CT = 0, 1, 2; while 
the solid-line regions correspond (for given CT) to 
O(v, K - 2 = 2), v = 0, 1, ... CT. 

According to Fig. 5, all the nonzero elements of 
X,j(2, 4) i < j lie to the right of the diagonal [all 
nonzero elements of X,j(2, 4) i > j lie to the left 
of the diagonal], i.e., the matrices are triangular. 
This is a general property of the standard representa
tion. For it is clear from the correspondence between 
(61) and (63), that when j > i, the state defined by 
(63) lies to the right of the state defined by (61) 
in the standard occupation scheme. This is just the 
condition that all the nonzero elements lie to the 
right of the diagonal. 

SUMMARY 

The objective of this investigation was to give a 
fairly exhaustive account of the irreducible repre
sentations of the operators Xi;, i, j ~ K which 
satisfy the fundamental relations (10). 

The fact that each Xij commutes with the total 
number operator ;n allowed us to classify the repre
sentations according to the eigenvalues N. 

In Sec. II, we demonstrated the connection be
tween Xij, i, j ~ 2 and angular momentum opera-

tors. This allowed us to show the necessity of (10") 
for definition of the Xii' (The relation (10") dis
tinguishes bosons from fermions while (10') and 
(10") do not.) We were also able to show that the 
eigenvalues of the number operators were positive 
integers or zero. 

We then went on to show (in Sec. III) that the 
irreducible representations Xij(N, K), i, j ~ K, 
could be divided into two sets of similar matrices: 
The set N,(N, K), i ~ K, and the set Xi/eN, K) i, 
j ~ K; i ;z£ j. A set of similar number operators was 
defined (in Sec. IV) according to the usual principle 
that n1 + ... + nK = N was satisfied in all possible 
ways just once. The fact that all (and not just some) 
arrangements must be included was later shown to 
be necessary, for in Sec. X it was found that the 
set Xi;(N, K), i, j ~ K, which was constructed 
according to this principle, was irreducible. 

In Sec. V, we studied Xi/eN, K), i, j ~ K' < K 
from the standpoint that the set is a reducible 
representation of Xi;, i, j ~ K'. We then found 
how many times the irreducible representations 
Xi/(CT, K'), i, j ~ K'; 0 ~ CT ~ N appeared in 
Xi;(N, K), i, j ~ K' < K. This was found to be 
B(N - CT, K - K'). In particular, Xij(CT, K - 1) 
is contained once for each value of CT. This result 
was used iteratively to define the standard repre
sentation (Sec. VI). This same result, along with the 
fact that all the number operators Ni(N, K), i ~ K 
are similar to one another was the essential point 
needed to show that the representation Xij(N, K), 
i, j ~ K, as defined above, was irreducible. 

In Sec. VIII, we saw that the common eigenfunc
tions of the set Ni(N, K), i ~ K, formed a complete 
orthogonal basis for the B(N, K)-dimensional space 
in which the operators are represented. This justified 
labeling the rows and columns according to these 
eigenfunctions (i.e. according to arrangements of 
integers which satisfy n 1 + ... + nK = N). 

The specific form of the Xi;(N, K), i ;z£ j, was ob
tained in Sec. IX by a transformation of X 12(N, K). 
The transformation was simple the one which 
(simultaneously) took Nl into Ni and N2 into N j, 
while leaving the remaining number operators un
disturbed. 

In Sec. VII, a simple systematic method was given 
for writing down the occupation scheme for given 
Nand K in the standard representation. This 
scheme gives the matrices N;(N, K), i ~ K directly. 

In Sec. XI, we saw how this same standard scheme 
enabled us to construct the matrices Xij(N, K), 
i ;z£ j, by an equally simple method. 

In conclusion, we should mention that this study 
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is a desirable prelude to the main problem which is tonians of the form (7) simplify the problem of 
the diagonalizing of the Hamiltonian. The diffi.- diagonalization? In particular, we shall present the 
culties in diagonalizing a (Hermitian) matrix of solution to the problem of N bosons interacting 
B(N, K) dimensions are well known. However, the through harmonic forces. The solution to this prob
Hamiltonian (7) is not the most general Hermitian lem is quite simple for "Boltzmann" particles, but 
matrix with theS'e dimensions (when N > 2). More is not at all obvious for bosons. We shall show that 
general matrices would be obtained by including after removal of the center of mass motion, the 
terms with higher powers of X;;. (These would cor- second quantized Hamiltonian can be made to de
respond to 3, 4 ... n-body forces). In future in- pend on the finite representations of the X;;. The 
vestigations, we shall attempt to answer the question: Hamiltonian can then be diagonalized by elementary 
In just what way does the specialization to Hamil- means to obtain the energy levels of the system. 
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A connection is established between algebraic degeneracy of the Weyl tensor, the existence of a 
null geodesic shear-free congruence, and certain restrictions on the Ricci tensor which are weaker 
than the gravitational equations for empty space. The result is roughly, with some important qualifica
tions, that any two of these conditions imply the third. These restrictions on the metric are shown to 
be invariant under conformal transformations. 

1. INTRODUCTION 

T HE following theorem has been proven by J. N. 
Goldberg and R. K. Sachs1

•
2

: 

In the 4-space of general relativity which satisfies 
Einstein's field equations for the vacuum 

Rmn = 0, (1.1) 

the space is algebraically degenerate in the sense of 
the Petrov classification if and only if it contains a 
shear-free null geod~sic congruence.3 

The last two statements are conform invariant.' It 
is therefore clear that the theorem can be sharpened 
by replacing the vacuum condition (1.1) by weaker 
conform invariant conditions. In this work the 
weakest possible such conditions are obtained.6 

2. THE TETRAD FORMALISM 

We shall often find it convenient to use a notation 
which suppresses suffixes. Vectors kG, ma are denoted 
by k, m, tensors gab, vab, Uab, pab., c abea by g, V, 
U, P, C. Writing two factors next to one another 
denotes the Cartesian product, e.g., km denotes 
kamb, UV denotes uabvea. A dot between the factors 
indicates contraction over the suppressed suffixes 
adjacent to the dot, two dots indicate double con
traction and multiplication by!. Thus k'm denotes 
kama, U· V denotes uaev.b, U:V denotes !Ubavab, 
C· V denotes cabe'V,a, V·P:U denotes !vaapabeueb. 

* This research has been sponsored by the Office of Aero
space Research, and by the Office of Scientific Research, of 
the United States Air Force. 

t Present address: Southwest Center for Advanced 
Studies, Dallas, Texas. 

1 J. N. Goldberg and R. K. Sachs, Acta Physica Polonica 
22, 13 (1962). 

! E. Newman and R. Penrose, J. Math. Phys. 3, 566 (1962). 
3 R. K. Sachs, Proc. Roy. Soc. (London) A264, 309 (1961). 
• F. A. E. Pirani and A. Schild, Bull. Acad. Polon. Sci. 

Ser. Sci. Math. Astron. Phys. 9, 543 (1961). 
5 A short account of our results, without proofs, was given 

at the International Conference on Relativistic Theories of 
Gravitation, Warsaw, July 1962, and will appear in the 
proceedings of the conference. 

With the metric tensor gab of space-time (signa
ture +2) may be associated a quasiorthogonal tetrad 
of null vectors ka, ma, ta, l", k and m being real and l 
the complex conjugate of t. These satisfy the equiva
lent sets of relations 

g = km + mk + it + n, (2.1) 

k'm = t·l = 1, other scalar products zero. (2.2) 

In terms of this tetrad, three bivectors Ua
\ V ab, 

Mab can be defined: 

U = mt - tm, V = kl - lk, 

M = km - mk + it - n. (2.3) 

For a suitable choice of orientation of the tetrad, 
these bivectors are self-dual in the sense 

U* = -iU, V* = -iV, M* = -iM, (2.4) 

where duality with respect to a pair of antisymmetric 
suffixes is defined by 

W * - 1.(-1 I)!E W ea .. ab .. - 2 g abea .... , (2.5) 

Eabea being completely antisymmetric with El234 = 1 
and Igl being the determinant of gab. The three 
bivectors satisfy the completeness relation X = 

(!MM - UV - VU):Xforanyself-dualbivectorX. 
Thus any self-dual bivector is a linear combination 
of U, VandM. 

The bivectors (2.3) and their complex conjugates 
satisfy the relations 

M:M=M:M=2, V:U=V:U=-l, 

other such products zero. (2.6) 

Since the gradient of one of the bivectors (2.3) 
is self-dual, it must be a linear combination of the 
three bivectors. Using Eqs. (2.6), we have 

U;a = AaU + /LaM, 

484 
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V;Q = -AaV + VaM, 

M;a = 2vaU + 2J.1a V, (2.7) 

where the semicolon denotes covariant differentiation 
and, by Eqs. (2.3), the vectors J.I, v, A are given by 

Aa = i·t;a - m·k;a. (2.8) 

The following products are useful: 

U·U = 0, U· V = -!g + !M, U·M = U, 

V·U -!g - !M, V· V = 0, V·M = - V, 

M·U = -U, M·V = V, M·M = g. (2.9) 

3. THE CONFORMAL CURVATURE TENSOR 

WeyI's conformal curvature tensor6 is defined by 

+ Rb[d~aeJ - tgb[d~aeJR, (3.1) 

where R'\ed is the Riemann curvature tensor, defined 
for example by the commutation rule for covariant 
differentiation, Tb;ed - Th;de = R'\edTa, Rbe = R\eo 
is the Ricci tensor, and R = RO 

a the curvature 
invariant. 

The conformal curvature tensor has the algebraic 
symmetries 

Ca[bedJ = 0, Ca
bea = 0, *C* = -C, (3.2) 

where *C denotes the dual C:bed with respect to the 
first pair of suffixes, C* the dual Cabe~ with respect 
to the second pair, and thus *C* denotes the double 
dual C:b~d. 

The Bianchi identities for the curvature tensor 
imply 

CQ,mbc;m = P(Jbc, (3.3) 

where 

Hence C- can be expanded in terms of Cartesian 
products of the three bivectors U, V, M. If the 
algebraic symmetries (3.2) are taken into account, 
this gives 

C- = C(S) UU + C(4.)(UM + MU) 

+ C(3)(MM + UV + VU) 

+ C(2)(VM + MV) + C(l) VV. 

Using Eqs. (2.6) and (2.9), we obtain 

V : C- : V = C(S) , 

V·C- : V = tcg + M)C(5) + VC W , 

C- : V = - UC(5) - MC(4) - VC(3), 

C-· V = -tU(g - M)C(S) 

+ (UV - tM(g - M»C(4) 

(3.7) 

+ (MV - t V(g - M»C(3) + VVC(2). (3.8) 

Let P* denote the dual Pab~ with respect to the 
last pair of suffixes, and define 

P- = P + iP*. (3.9) 

Then the differential identities (3.3) become 

(3.10) 

Relations corresponding to Eqs. (3.5) to (3.10) 
hold for the complex conjugates 

C+ = 6- = C - iC* 

p+ = p- = P - iP*. (3.11) 

4. THE IDENTITIES 

Differentiation and use of Eqs. (2.7) immediately 
gives 

(V·C- : V);m = V·C-;m : V 

- 2Am V·C- : V + C(S)V",U 

- C(4.)lIm(2g + M) - 3C(3)Vm V, 

(3.4) (C-: V);m = C-;m : V + C(5)AmU 

We define C-abed by + C(4)(AmM + 211mU) 

C- = C + iC*. (3.5) + C(3)(Am V + 211mM) + 2C(2)lIm V, 

It follows from the last of the algebraic properties ( V) (1) 

( ) h C · lfd h C-· ;m=C-;m·V-C lI",VV 3.2 t at - IS se - ual wit respect to each pair 
of suffixes: _ + terms which contain C(2), C(3), C(4) or C(5) 

(3.6) as factor. (4.1) 

a L. P. Eisenhart, Riemannian Geometry (Princeton Uni
versity Press, Princeton, New Jersey, 1960), Sec. 28. 

By contraction, we obtain from these the identi
ties which are of central importance in this work: 
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!(vrac-a mbe Veb);m = ! V'·p- abc V eb 

- Am V,.C-am be V eb 

+ C(S)"m urm _ C(4)"",(2 yrm + Mr"') 

- 3C(3)"", vrm, 

!(CambevebL" = !P-abeVcb + 2C(Z)"m V.m 

+ tenns which contain C(3), C(4) or C(5) 

as factor, 

+ terms which contain C(2), C(3), C(4) or C(5) 

us factor. (i (3» 

5. DEGENERACY 

With the conformal curvature tensor are asso
ciated four real null vectors which are called Deb
ever-Penrose vectors. The distinctness or coinci
dence of the directions of these vectors determines 
the algebraic structure of the conformal curvature 
tensor and leads to the classification of Petrov. For 
details of this theory and for literature references, 
the reader is referred to the paper by Sachs.3 Here 
we shall use the fact that k is a Debever-Penrose 
vector if and only if C(5) = ° in Eq. (3.7), that k is 
a double, triple, quadruple Debever-Penrose vector 
if and only if C(o) = C(4) = 0, C(6) = C(4) = C(3) = 0, 
C(S) = C(4) = C(3) = C(2) = 0, respectively. In 

the latter cases, the confonnal curvature tensor is 
said to be degenerate or algebraically special. 

The following definitions of degeneracy, and their 
immediate consequences by Eqs. (3.8), are in each 
case assumed to hold throughout space-time: 

d (0) <=> k is a Debever-Penrose vector 

<=> C(5) = ° 
<=> V : C- : V = 0 

<=> V·C- : V = VC(4), 

d (1) <=> k is (at least) a double Debever-Penrose 
vector 

<=> C(5) = C(4) = 0 

<=> V· C- : V = 0 

<=> C- : V = - VC(3) , 

d(2) <=> k is (at least) a triple Debever-Penrose 
vector 

<=> C(5) = C(4) = C(3) = 0 

<=> C- : V = ° 
<=> C- . V = VVC(2) 

d (3) <=> k is (at least) a quadruple Debever-Penrose 
vector 

<=> C(5) = C(4) = C(3) = C(2) = 0 

<=> C-· V = 0 

<=> C- = VVC(l) , 

d(4) <=> space-time is conformally flat 

<=> C(5) = C(4) = C(3) = C(2) = C(l) = 0 

<=> C- = O. 

The following definitions provide a more specific 
classification of degeneracy: 

Do) <=> d(l), but not d(2) 

<=> C(S) = C(4) = 0, C(3);c 0, 

D(2) <=> d(2), but not d(3) 

<=> C(5) = e(4) = e(3) = 0, e(2) ~ 0, 

D(3) <=> d(3), but not d(4) 

<=> e(5) = e(4) = e(3) = C(2) = 0, eO) ~ o. 
6. THE FIELD EQUATIONS 

We shall consider certain equations which follow 
directly from Einstein's equations (1.1) or, indeed, 
from the vacuum field equations with a cosmological 
constant. Our weaker "field equations" are 

f(1) <=> V·p- : V = 0, 

f (2) <=> P-: V = 0, 

f(3) <=> P- . V = O. 

In symbols: 

Rmn = 0 =} f(3) =} fez) =} f(1)' (6.1) 

The definitions of this section and the one pre
ceeding lead to 

Theorem I: Strong degeneracy implies weak field 
equations: 

d(2) =} f(l), 

dm =} f(z), 

d(4) =} f (3) • 

(1m) 

(1(2» 

(1(3) 

Theorem 1(1) follows immediately from identity 
i(l); theorem 1(2) from identity i(2); theorem 1(3) 

is obvious since d(4) implies the stronger con
dition C- = 0. 

7. THE SHEAR-FREE, NULL GEODESIC 
CONGRUENCE 

The field of real null vectors k determines a 
congruence of null curves which, at each point of 
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space-time, have k as a tangent. We shall say that 
k is geodesic if the null curves of the congruence are 
null geodesics. The condition is that k .. :be be pro
portional to k .. and this is equivalent to 

(7.1) 

since k4k .. ,bkb is an automatic consequence of 
k"k .. = 0, and since (7.1) implies its complex con
jugate fk":be = O. 

The null field k is said to be geodesic and shear
free if, in addition to Eq. (7.1), 

(7.2) 

is satisfied. This condition has the following geomet
ric interpretation3

.,,: At any point P consider a 2-
space S, orthogonal, but not tangent to, the null 
geodesic l of the congruence which passes through P 
(Fig. 1). At any other point P' of l, consider any 2-
space S', orthogonal to l, but not tangent to it. 
In S, draw the infinitesimal circle C with center 
at P. Then the null geodesics 1 of the congruence 
which pass through the points P of the circle C will 
meet S' in the points p' of a curve ct. The shear-free 
condition ensures that ct is again an infinitesimal 
circle with center P'. 

Differentiation of V, as given by Eq. (2.3), im
mediately shows that Eqs. (7.1) and (7.2) are 
equivalent to the single condition V'\ Vbc 'c = O. 
Substitution for VbC;c from Eq. (2.7) shows that 
the condition is in turn equivalent to V"b Vb = O. 
We shall denote by (g8) the property that k is 
geodesic and shear-free, so that 

g8 {:::} k geodesic and shear-free 

{:::} va. Vbc,. = 0 

{:::} V'V = 0. 

The following lemma is proved in the references 
cited l

.,,: 

Lemma I: If k is geodesic and shear-free, then it is 
a Debever-Penrose vector: 

(7.3) 

8. THE MAIN THEOREMS 

Theorem II. Degeneracy of the conformal tensor of 
a specific type implies that the degenerate Debever
Penrose vector is geodesic and shear-free if and only 
if field equations of the corresponding type are 
satisfied: 

(Do) and /(1») => gs, 

(D(l) and (8)=>10); 

FIG. 1 

(D(2) and 1(2) ::::::} gs, 

(D(2) and gs) ::::::} /(2); (II (2)' 
(D(s) and f(3» ::::::} g8, 

(D(3) and (8) => f(3). (IIm) 

The fact that degeneracy and the geodesic and 
shear-free condition imply corresponding field equa
tions shows that these field equations are the 
weakest possible ones for the Goldberg-8achs 
theorem. 

The proof of theorem II is simple. Since D (I ) 

states that V· C-: V = 0, C(5) = CW = 0, Cm ;z! 0, 
identity i (1) becomes 

V·p- : V = 3C(3)V'J1, (8.1) 

and II (1) follows. Similarly II (2) and II (3) follow 
from the identities i(2) and ita)' 

Theorem III. If k is geodesic and shear-free and 
if the weakest field equations 1 (1) hold, then k is a 
degenerate Debever-Penrose vector: 

«(/8 and 1(1) => dm . (III) 

Theorems II and III constitute the generalization 
of the theorem of Goldberg and Sachs. In the next 
section we shall show explicitly that these theorems 
relate purely conformal properties. 

The lack of symmetry in theorem III suggests 
that it may be possible to generalize the main 
theorems by replacing the condition (/8 by stronger 
conditions gS(I), (/8(2), gS(3), so that any two of the 
properties D(a), l(a), g8(,,) imply the third for each 
a in the range 1, 2, 3. 

The proof of theorem III requires several lemmas. 
One of us has shown in a previous pUblication" 
that if va. V bC

:c = 0, then a scalar field a can be 
found so that (a VbC):c = 0. The scalar field a = aciO, 

7 I. Robinson, J. Math. Phys. 2, 290 (1961). 



                                                                                                                                    

488 I. ROBINSON AND A. SCHILD 

a and b real, can be absorbed in V by renormalizing 
the quasiorthogonal tetrad, k absorbing a and t 
absorbing e'b. Thus we have 

Lemma II. Given gs, k and t can be normalized 
so that throughout space-time 

vab;b = O. (8.2) 

With this normalization, Eq. (2.7) gives 

- V·X + M·v = 0, (8.3) 

and, multiplying by M· from the left, 

By Eqs. (8.5), (8.6), this gives 

V·V;: = -Vvc;c (8.13) 

Comparison with Eq. (8.11) completes the proof 
of lemma III. 

We are now ready to prove theorem III. Since, by 
hypothesis and lemma I, C(5) = 0 and V·p-:V = 0, 
the identity i (1) simplifies to 

(VabC(4»);b = -2V·bAbC(4) 

(8.14) 

v = V·X 

= M·v. 

Adopting the normalization of lemma II, this simpli
(8.4) fies further to 

Hence, since M and V are skew-symmetric, 

v'v = 0, 

p·X = O. 

(8.5) 

(8.6) 

Lemma III. Given gs, and adopting the normaliza
tion of lemma II, we have 

(8.7) 

To prove the lemma, take the complex conjugate 
of Eq. (8.2); since V is self-dual [Eq. (8.2)], this gives 

* vab;b = 0, (8.8) 

so that V satisfies Maxwell's equations without 
charges and currents. In flat space-time, each com
ponent of V satisfies d'Alambert's equation. In 
curved space-time, the commutation of covariant 
derivatives introduces the curvature tensor and, as 
is well known, the components of a Maxwell field 
satisfy the equations 

V ab :: = -Rar Vrb - VarRrb - VCrRrcba' (8.9) 

MUltiplying by v"a and introducing the conformal 
curvature tensor from Eq. (3.1), we obtain 

V·V;: = 2V :C·V 

(8.15) 

MUltiplying by Aa , and using Eqs. (8.4) and (8.6), 
it is seen that 

(8.16) 

We now differentiate Eq. (8.15) covariantly with 
respect to xa

, and obtain 

(8.17) 

since C(4) ;b4 is symmetric in its suffixes. Lemma III 
then gives 

(C(4»)2 = 0, (8.18) 

and theorem III follows. 

9. CONFORMAL TRANSFORMATIONS 

Under a conformal change of metric, 

where Vt is an arbitrary real function of position in 
space-time; the mixed conformal curvature tensor C 
is invariant6

: • 

(9.2) 

V : C- . V + V : C+ . V 

V:C-·V. 

hence its name. In four dimensions, (-Igl)i gabgCd 
is also conform invariant, and therefore so are 

(8.10) C*ab .. and C-a\,: 

The last line follows from the complex conjugate 
of Eq. (3.7) and the fact that the double dot products 
of V with V, 17 and Jii[ are zero. Remembering that 
gs is assumed and that therefore, by lemma I, 
C(5) = 0, we have 

V· V;: = C(4)V. (8.11) 

Equations (2.7), upon differentiation, give 

(9.3) 

The tensor Pab• transforms as follows6
: 

(9.4) 

and therefore 

(9.5) 

V:,C = - VAc;c + VA'A - Mp'A 

+ Mpc:" + 2Up·p + 2Vp·jl. 

Since a null vector remains null under a conformal 
change of metric, and orthogonality is preserved, 

(8.12) we may let the quasiorthogonal tetrad and the 
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associated bivectors transform according to: 

k,a = e-2 "'ka, m,a = ma, t,a = e-"'t", 
(9.6) 

U'ab = e"'Ua\ V'ab = e-"'V.b, M'ab = M.b, 

U'ab = e3"'U.b, V'.b = e"'Vab , M'ab = e2"'M.b, 

u,ab = e-"'Uab , v,ab = e-3"'V·b, M,ab = e-2"'M.b. 
(9.7) 

Writing C-ambo in the form of Eq. (3.7); we then 
obtain the transformation properties: 

C,(6) = e-4 "'C(5), C,(4) = e-a"'C(4), C,(3) = e-2"'C(3), 

C,(2) = e-"'C(2), C,(l) = C(l). (9.8) 

This shows that algebraic degeneracy of the con
formal curvature tensor is conform invariant, i.e., 

d(o) <==? d' (0) , 

D(l) <==? D'(l), D(2) <==? D'(2), D (3 ) <==? D'(3)' (9.9) 

We might also see this directly by considering the 
definition of degeneracy in terms of the products 
of C- and V. 

The property of k being geodesic and shear-free, 
can be shown to be conform invariant, 

gs <==? gs', (9.10) 

by giving purely conformal definitions of the terms 
null geodesic and shear-free.4 It also follows from 

v,ab V'b·: c = (-lg'l)-lV'\« _lg'l)tV,bC),. 

= e-6
"'( -lg/)-lV·b[e"'( _lg/)tVbe],. 

(9.11) 

where ,0 denotes partial differentiation ajaxe
• 

From Eq. (9.5) and the definitions of Sees. 5 and 6, 
it immediately follows that 

Theorem IV: When space-time is suitably de
generate, the field equations are conform invariant: 

d(!) =::} (f(1) ¢=} 1'(1), (IV(1) 

d(2) =::} (f(2) ¢=} I' (2), 

d(3) =::} (f (3) ¢=} I' (3»' 

Since degeneracy is either a hypothesis or a con
clusion in theorems I, II, and III, it is now clear 
that these theorems are invariant under a con
formal change of the metric. 
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Kinematics of the Relativistic Two-Particle System* 

ALAN J. MACFARLANE 

Department of Physics and Astronomy, University of Rochester, Rochester, New York 
(Received 28 September 1962) 

Knowing the (canonical) forms that the generators of the infinitesimal transformations of P (the 
restricted Poincare Group) take when operating within the Hilbert space of states of an arbitrary 
irreducible representation of P, such as that which affords a kinematic description of a single rela
tivistic particle, we develop the forms in which they appear when operating within the Hilbert space 
of states of the (reducible) direct product representation of P which describes a system of two non
interacting relativistic particles. On introducing the Clebsch-Gordan (c-G) series of P which ex
presses the resolution of this latter Hilbert space into a direct integral over the Hilbert spaces wherein 
operate the irreducible constituents of the direct product representation, we prove that the generators 
operate in canonical form within each of these subspaces. If we adopt the alternative viewpoint that the 
C-G series of P must be written exactly so as to achieve this, our analysis may be regarded as pro
viding a fully explicit and mathematically complete derivation of the formula for the C-G coefficients 
of P that appear in the C-G series. This formula has previously been suggested only on the basis of 
heuristic physical argument, and its proof is the principal accomplishment of the present work. One 
important fact which receives further clarification from the explicit nature of our analysis is the 
following; in order to see how the intrinsic angular momentum of the two-particle system, in a state 
of given linear momentum, is compounded from the relative angular momentum and intrinsic spins 
of the particles, one must view the state from a frame of reference wherein it appears to have zero 
momentum. 

1. INTRODUCTION 

WE here undertake a detailed investigation of 
some kinematic properties-chiefiy concerning 

angular momentum-of the relativistic system of 
two noninteracting particles of nonzero rest masses 
and arbitrary intrinsic spins. 1 Our starting point is 
the theory of the representations of the Poincare 
or inhomogeneous Lorentz group P in the form 
originally discovered by Wigner. 2 The first step of 
our analysis is the derivation therefrom of the forms 
which the generators of infinitesimal translations 
and homogeneous Lorentz transformations take 

* Research supported in part by the U. S. Atomic Energy 
Commission. 

I This problem has previously been studied by several 
authors whose work does not overlap the present work to a 
marked extent; L. Michel, Report on 1953 meeting of IUPAP, 
p. 272; E. P. Wigner, Nuovo Cimento 3, 517 (19?6); J. S. 
Lomont, J. Math. Phys. 1, 237 (1960); G. C. Wlck, Ann. 
Phys. 18, 65 (1962). On the other hand, the authors of the 
following references pursue aims at least in part similar to 
those of the present work; Iu. M. Shirokov, Soviet Phys.
JETP 8, 703 (1954); H. Joos, Bemerlcungen rur Phase Shift 
Analysi8 auf Grund der Darstellungstheorie der inhomogenen 
Lorentz gruppe, Oberwolfach, Germany, 1959, (unpublished); 
H. Epstein, G. Luzzatto, and A. S. Wightman (to be pub
lished); B. Barsella, E. Fabri, Phys. Rev. 126 1561 (1962). 
See also L. Pukansky, J. Math. and Mech. 10, 475 (1961). [I 
am grateful to the referee for bringing my attention to this 
paper, which belongs properly to the first group of references.] 

2 E. P. Wigner, Ann. Math. 40, 149 (1939)' V. Bargmann 
and E. P. Wigner, Proc. Nat!. Acad. Sci. (Washington) 34, 
211 (1948). The subject has also been treated extensively in a 
series of papers by Iu. M. Shirokov, Soviet Phys.-JETP 6, 
664, 919, 929 (1958), ibid. 7, 493 (1958)1 ibid. 9, 620 (1959). 
Alternatively, the reader may consult the lectures by A. S. 
Wightman at Varenna, Nuovo Cimento Suppl. 14,81 (1959), 
and Lea Houches, Dispersion Relations and Elementary 
Particle8, edited by C. de Witt and R. Omnes, (John Wiley & 
Sons, Inc., New York, 1961), p. 159. 

when operating within the Hilbert space H(lM, j]) 
of states of an arbitrary irreducible representation 
[M, i] of P, such as the representation [m, 8] which 
describes the kinematics of a single relativistic 
particle of mass m and spin s. Such results have 
appeared before in the literature3 in a variety of 
equivalent forms: we refer to the precise manner 
[see Eqs. (3.18) and (3.19) below] in which we 
present our results as being canonical. We then go on 
to their application to the treatment of the two
particle system as follows. 

1£4 p(1) at, p(2) a and M(1) a~, M(2) afj are the 

generators of infinitesimal translations and homo
geneous Lorentz transformations in the Hilbert 
spaces H([ml, stl), H([m2, 82]) associated with rela
tivistic particles of masses ml, m2 and spins 81, 82 

respectively, then the corresponding generators in 
the Hilbert space 

H[(ml, 8,] ® [m2,82]) (1.1a) 

of states of the direct product representation 

3 Iu. M. Shirokov, Dokl. Akad. N auk SSSR 04, 857 
(1954), and op. cit., footnote 1; L. L. Foldy, Phys. Rev. 102, 
568 (1956); C. Fronsdal, Phys. Rev. 113, 1568 (1959); H. 
Joos, op. cit., footnote 1; V. I. Ritus, Soviet Phys.-JETP 13, 
240 (1961). 

4 We U8e only the letters ex, f3, 'Y and Ii to denote tensorial 
indices in Minkowski space. This leaves us free to use the 
letters K, X, 1'0, " and p to denote the spherical components of 
a spatial vector or as magnetic quantum numbers; such 
letters appear only as subscripts and are not subject to the 
summation convention. Cartesian tensorial indices in ordinary 
space are denoted by Latin letters and appear only as super
scripts. 
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[m!, 8tl @ [m2, 82) 

are related to them by 

(Lib) 

pa = po)a @ 1 (2) + 1 (1) @ p(2)"', (1.2) 

MaP = M(1)",P @ 1(2) + 1(1) @M(2)"'P, (1.3) 

where I (1) and I (2) are unit operators in the indicated 
spaces. Now it is well known5 that the representation 
(1.lb) of P can be uniquely expressed as a direct 
integral6 of irreducible representations of P. Or, 
put otherwise, the Hilbert space (1.la) can be ex
pressed as a direct integral over the Hilbert spaces 
H ~([M, J1) in which the irreducible constituents 
[M, j] of (1.lb) are defined, according to the sym
bolic statement 

H([m!, 8tl @ [m2' 82]) 

= ~ L~+m. dM H~([M, j]). (1.4) 

The notation used here7 reflects the fact that P is 
not simply reducible in the sense of reference 7, so 
that multiple occurrence of equivalent irreducible 
representations in the direct product (1.lb) is pos
sible. It does indeed occur unless 81 = 82 = 0 (see 
below) and the label 71 serves to distinguish in some 
manner the equivalent [M, j]. We now wish to in
vestigate, using Eqs. (1.2) and (1.3), the manner in 
which the generators p a

, M"'fJ operate within each 
H ~([M, j]), given the canonical forms of the one
particle generators. The case of pa, of course, is 
trivial. We may also state our objective in a different, 
more specific manner: to express the states of the 
direct product Hilbert space (1.1a) in terms of the 
states of the H ~([M, J1) in such a way that 

(a) pa and M afJ operate on the latter in canonical 
form, 

(b) the scalar product in (1.la) can be expressed 
as a direct integral (with respect to M) and direct 
sum (with respect to j and 71) of the scalar product 
in H ~([M, j]) defined in some canonical manner 
[see Eqs. (2.6) and (5.27) below). The latter result in 
a sense realizes in an explicit form the symbolic 
statement of Eq. (1.4). 

Let us name the required expression for the states 
of (1.la) the Clebsch-Gordan (C-G) series of P 

fi See J. S. Lomont, op. cit., footnote 1. 
8 This conceJlt was developed by J. von Neumann, Ann. 

Math. 50,401 (1949), and R. Godemont, Ann. Math. 53, 68 
(1951). The reader may also refer to M. A. Naimark and S. 
V. Fomin, Amer. Math. Soc. Translations (Ser. 2) 20, 55 
(1962); J. Dixmier, Les Algebres d' Operateurs dans L' Espace 
Hilbertien (Gauthier-Villars, Paris, France, 1957); J. M. Jauch, 
Lectures on the Representations of the Lorentz Group, Part IV 
(CERN, Geneva, Switzerland, 1959). 

7 E. P. Wigner, Amer. Jour. Math. 63, 57 (1941). 

for (1.lb), and the coefficients of the states of each 
H ~([M, j]) which appear in it the c-o coefficients 
of P for (1.lb). An explicit formula for such c-G 
coefficients of P has been given before in the work 
of Shirokov1 and Joost, and in previous work of the 
author,S but so far no complete proof of its cor
rectness (rather only heuristic derivations) has 
emerged. Our procedure is to assume, in the writing 
of the C-G series of P for (1.lb), the formula of 
Shirokov and Joos for the C-G coefficients of P. 
Then by proving that the expression so obtained 
for the states of (1.la) satisfies (a) and (b) as above 
stated, we indeed prove the formula correct. We 
first take the special case of particles of zero spin, 
and thereafter attend to the inevitable complication 
which a general treatment of spin introduces into 
the proof. 

Notable features of our methods are the following. 
Firstly we study both J and N; 

(1.5) 

Previous work has entirely neglected N, which is 
one of its major shortcomings [see, especially, the 
discussion following Eq. (5.18) below). Secondly, the 
separation of the contributions from the center of 
momentum (external) and relative motion (internal) 
of the two-particle system to the M"'fJ [see Eqs. 
(4.24) and (4.25) below] is entirely new. Thirdly, 
we demonstrate that one must view a two-particle 
state of given momentum from a reference frame in 
which its momentum appears to be zero, in order to 
see how its intrinsic angular momentum is defined 
in terms of the relative angular momentum and 
intrinsic spins of the individual particles. Fourthly, 
we draw attention to the remarkable identities (5.11) 
and (5.19) which play an important part in obtaining 
this demonstration. 

The order of presentation of material is as follows. 
Section 2 contains a review of the necessary matter 
regarding the representations of P. In Sec. 3 we 
discuss the definition9 of intrinsic angular momen
tum, and derive the canonical forms that J and N 
take within an H([m, 8]). In Sees. 4 and 5, we carry 
through the program outlined above for the re
spective cases of the system of two relativistic 
particles without and with spins. Algebraic proofs 

8 A. J. Macfarlane, Revs. Mod. Phys. 34, 41 (1962)' 
A. J. Macfarlane, Ph.D. Thesis, University of London, 1961 
(unpublished). 

9 Our approach is close to that employed in the references 
lisJ:ed in footnote 3. See also Chou Kuang Chao and M. 1. 
Shirokov, Soviet Phys.-JETP 7, 851 (1958). A rather 
different discussion is given by L. Michel and A. S. Wightman 
Phys. Rev. 98, 1190 (1955); L. Michel, Nuovo Ciment~ 
Suppl.. 14, 95 (1959). See also the review article, D. M. 
Fradkm and R. H. Good, Rev. Mod. Phys. 33, 343 (1961). 
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of certain results needed in Sec. 5 are subordinated 
into appendices A and B. 

2. THE REPRESENTATIONS OF P 

The Poincare group P consists of transformations 
of the type 

X" -? x'" = L"fJxfJ + a" (2.1) 

in Minkowski space, where L" fJ describes a trans
formation of the restricted homogeneous Lorentz 
group.IO If we denote the element (2.1) of P by 
(a, L), we can state the group multiplication law 
of P in the form 

(aI, L I )(a2, L 2) = (aa, La), (2.2) 

The representations of P are defined in terms of 
unitary operators 

satisfying 

U(a, L) = U(a, 1) U(O, L) 

== U(a)U(L) , 

(2.3) 

with aa and La as given by (2.2). In the case of the 
unitary irreducible representation [m, 8] of P de
scribing a system of mass m (m > 0) and intrinsic 
angular momentum 8, they act according to2 

fUCa, L)cI>].(p) = ei".a[U(L)cI>],(P) 

= ei".a L: Q,p.(p, L)cI>p.(L-1p) , (2.4) 
p. 

where L(p) is given by 

pet = (m,O) = L(P)" fJpfJ, 

L(p)OO = w/m, L(P)Ok = _L(P)kO = pk/m, 

-L(Ptl = l)kI + pkplj[m(m + w)]. 

Since R(p, L) satisfies the law 

R(p, Ll)R(L~lp, L 2) = R(p, La) 

(2.8) 

(2.9) 

of multiplication, it follows from (2.9) and (2.5) 
that we may set 

Q(P, L) = D'[R(P, L)], (2.10) 

where D' is the usual (28 + I)-dimensional matrix 
representation of the rotation group. 12 

We introduce the infinitesimal generators pet, M"fJ 
of translations and homogeneous Lorentz trans
formations by means of 

U(a) = exp [iP"a,,], (2.11) 

and 
U(L) = 1 - !iw"pM"fJ, 

where 

Then, from (2.3), we obtain the results 

U(L)P" U(L) -1 = (L -I)" ?fJ, 

U(L)M"fJU(Lf l = (L-1
) "oy(L-liaMya , 

(2.12) 

(2.13) 

(2.14) 

which exhibit the tensorial character of the gener
ators, and hence the familiar commutation relations 

[P", P] = 0, 

[M"Il, p'YJ = i(P"rr _ pfJg"Y), 

(2.15) 

(2.16) where the unitary matrices Q(p, L) satisfy 

Q(P, Ll)Q(L~lp, L 2) = Q(P, La), 

on the statesll 

(2.5) [M"Il, MY'] = -i(g"'YMIlI + gfJ'M"Y 

cI>,(m) = IcI>,(P) I p2 = m2, w = (P2 + m2)t 

~ m > 0, -8 « P « 8} (2.6) 

of the Hilbert space H([m, 8]), wherein the scalar 
product is given by 

(cI>.(m), ",,(m» = ~ J ~~ cI>,(P)*"',(P). 

Following Wigner,2 we define a pure rotation 

10 Information regarding homogeneous Lorentz transfor
mations may be sought in A. J. Macfarlane, J. Math. Phys. 
3, 1116 (1962). 

11 The set-theoretic notation S = /x I P I reads: S is the set 
of all elements x which satisfy the proposition(s) P. 

_ g"'Mfi"f _ I'YM,,8). (2.17) 

In terms of J and N, the generators of rotations and 
pure Lorentz transformation defined by (1.5), these 
become 

[P", P] = 0, 

[J\ pO] = 0, [J\ pi] = illmpm, 

(2.18) 

12 For a discussion of the properties of quantities associated 
with the rotation group, see A. R. Edmonds, Angular Mo
mentum in Quantum Mechanics (Princeton University Press, 
Princeton, New Jersey, 1957); M. E. Rose, Elementary 
Theory of Angular Momentum (John Wiley & Sons, Inc., New 
York, 1957). 
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We also require the pseudo vector W" defined by 

W" = !e"fJ'Y&PfJM'Y&' (2.19) 

and note the following properties it possesses: 

a2rp),(p) = s(s + l)rp,(p), 

(J.rp),(p) = 1It/>.(fJ) , 

(J.rp),(fJ) = [(s =r p)(s ± P + 1)]lrp •• l(fJ), 

(3.1) 

Wo = P'J, W = pOJ + PxN, (2.20) where 

[P", WfJ] = 0, (2.21) P = (m, 0), 

P"W" = 0, (2.22) 

[W", WfJ] = -ie"fJ'Y 3p'Y W 3 , (2.23) 

[M"fJ, W'Y] = i(W"l'Y - WfJy" '1) , (2.24) 

U(L)W"U(L)-1 = (det L)(L-1)'PW". (2.25)13 

Either the set (2.15)-(2.17) or the set (2.18) of com
mutation relations specifies the Lie algebra a of P. 
This algebra has for its invariants, 15 

11 = P"P", 12 = W"W" , (2.26) 

and the set ~ of six elements 

(2.27) 

where 0 is one of the wa or else a single linear 
function of the Wa constitutes a complete com
muting set of elements (maximal Abelian sub
algebra) within the Lie algebra. The irreducible 
representations of P are labelled by their eigenvalues 
of 11 and 12 , m 2 and -m2s(s + 1) in the case of 
[m, s], and we may introduce a basis labeled by 
eigenvalues of p\ 0 in the Hilbert space of states 
of these representations. We have used a basis of 
exactly this type in Eq. (2.4), as can be seen, in 
the case of P, by using Eqs. (2.4) and (2.11) to give 

[pkrp].(p) = pkrp.(P). (2.27) 

The precise definition of 0 which allows 

[Orp].(p) = prp.(P) (2.28) 

to be written is investigated in the next section. 

3. DEFINITION OF SPIN 

To define the intrinsic spin of the relativistic 
particle, whose kinematics are described by the 
representation [m, 8] of P, we note that, in the rest 
frame, spin constitutes the entire angular momentum, 
and write 

13 For an element L of the restricted Lorentz group, 
det L = 1. 

14 See W. Pauli, Lectures on Continuous Groups (CERN, 
Geneva, Switzerland, 1956); E. C. G. Sudarshan, in "Struc
ture of Dynamical Theories," Brandeis Summer Institute 
Lectures on Theoretical Physics, (Benjamin, New York, 1962), 
Volume 2, p. 144. 

15 We use the term for those scalar functions of the ele
ments of the Lie algebra which commute with each element 
of the Lie algebra. 

By introducing the spherical components16 J. of J, 
we can present (3.1) as a single equation. 

(Jprp).(fJ) = L (S •• ),~rp~(fJ), (3.2) 

where the spherical components S •• of the matrix 
vector S, are given byl1 

(S •• ),~ = [8(S + 1) ]!C(s 1 S IlPJI). (3.3) 

Using (2.20), we may write (3.2) in the form 

(Wprp),(fJ) = m L (S.p),~rpjlo(P), 
~ 

and proceed to construct a spin operator for a state 
of arbitrary p by means of the following development: 

[U(L(P)-I)WpU(L(p»rp].(p) 

= [WpU(L(P»rp].(fJ) 

= m L (S •• ),p.[U(L(P»tJ>]ip) 
p. 

= m L (S,p),p.rpp.(P). (3.4) 
~ 

In other words, to define the spin components of a 
state of arbitrary p, we preform a Lorentz trans
formation to that frame in which it appears to have 
zero momentum, in agreement with the procedure 
laid down by Wigner. 18 We may use (3.4) to define 
the spin operator S(p): 

mS(p)k = U(L(P)-I)Wh U(L(P», 

and with the aid of (2.25) and (2.8) write 

mS(p)k = L(P) ka W", 

and19 

(3.5) 

(3.6) 

mS(p/ = Wk 
- (m + W)-lp k WO. (3.7) 

We may use Eqs. (3.5) and (2.23) to prove that the 
components of S(p) satisfy 

[S(P)k, S(P)I] = iilmS(p)m, (3.8) 

16 The subscript p takes on the values + 1, 0, - 1 with 
J. 1 = =F 2-1/2 J., Jo = J o• 

17 L. C. Biedenharn, Ann. Phys. 4, 104 (1958). 
18 E. P. Wigner, Rev. Mod. Phys. 29, 255 (1957). 
19 Equation (3.7) is equivalent to one of the forms of 

relativistic spin operator used by M. H. L. Pryce, Proc. Roy. 
Soc. (London) AlSO, 166 (1935), ibid. A19S, 62 (1948). See 
also A. Papapetrou, Prakt. Acad. Athenon 14, 540 (1939)' 
ibid. 15, 404 (1940). ' 
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and also that 

SCp)2 = - W 2 jm2 = 8(8 + 1). (3.9) 

It follows from Eqs. (3.4), (3.8) and (3.9) that S(p) 
may be regarded as the spin operator of a state of 
momentum p. Hence, by replacing wand p in (3.7) 
by the translation operators pO and P, we obtain an 
operator S(P, W) given by 

mS(P, W) = W - (m + pO)-lPWO, (3.10) 

which may be identified with the operator 0 of 
Sec. 2. For the z component of S(P, W), we have 

[S(P, W),q,].(p) 

= (W,q,).Cp) - (m + W)-lp,(W°q,Y.(p) (3.11) 

= [S(p),q,].(p) = vcJ>.(p). 

Of course S(P, W) shares with S(p) the essential 
properties (3.8) and (3.9). 

We next consider the behavior of the operators 
S(p) and S(P, W) under homogeneous Lorentz 
transformations. Two points of view are available, 
one considering different states in the same ref
erence frame, the other considering the same state 
as viewed from different reference frames. Within 
the first, we ask the question: if S(p) is the spin 
operator for a state of momentum p in a given 
frame, what relationship does it bear to the spin 
operator S(p') of a state of momentum p' (p' = L -lp) 
in the same frame of reference? To answer it we write 

mU(L)S(L -lp)k U(L)-l 

= U(L·L(L-1p)-I)Wk U(L·L(L-1p)-I)-1 (3.12) 

= m[R(p, Lt1tS(p)!, 

with R(p, L) as given by (2.7). We have here used 

R(L -lp , L -1) = RCp, Lf1. (3.13) 

We may evaluate (3.12) for a state of momentum p 
obtaining 

L D;.[RCp, L)](S~)VAm,[R(p, L)-I] 
.A 

= [R(P, L)-lt(S!)~., (3.14) 

which is exactly the (28 + I)-dimensional matrix 
representation of the fundamental formula 20 of the 
quaternion theory of rotations 

R(A);; ri = A/A -1. 

If one replaces Wp in (3.4) or J p in (3.2) by S(p)p, 
one can see that the definition of S(p)p agrees with 
(3.12) by noting that R(p, L(p)-l) = 1. 

10 See Eq. (95) of reference 10. 

In the second point of view, we see that if S(p) 
is the spin operator of a state of momentum p in 
a given frame of reference, then the spin operator 
of the same state, as viewed from a reference frame 
reached from the given one by application of the 
Lorentz transformation L, is related to it by 

mS'(p,)k = mS'(L -lp/ 

= L(L- 1p)k,,(C1 W)" (3.15) 

= m[R(p, L)-I] k1 S(p)l. 

Both of the results (3.12) and (3.15) are consistent 
with 

U(L)S(P, W)U(Lf1 
= S(C1p, L-1W). (3.16) 

We next turn to the important task of developing 
the canonical forms of the operation of J and N 
within H([m, 8]). The required result for J is oli>
tained by evaluating (2.4) for the infinitesimal 
spatial rotation 

L"11 = g"ll + wa~, 
for which 21 

U(L) = 1 - ien· I, 
and 

D;~[RCp, L)] = O.~ - iOn·(S,), •. 

A simple calculation yields the result 

(Jpq,).Cp) = -1:(p x a)pq,.(p) + L (S,p),.q,ip) , (3.17) 
~ 

where il = ajap\ or using (3.4), 

(J¢),Cp) = -ip x a¢,(p) + (S(P)q,).(p). (3.18) 

To treat the case of N, we consider the pure Lorentz 
transformation 

L"~ = g"~ + w"~, 
for which 

U(L) = 1 - ixn·N. 

Using the formalism of Sec. 5 of reference 10, we 
calculate the two-dimensional matrix of SU(2C) 
that corresponds to the rotation R(p, L), obtaining 

A(p, L) = 1 + !em + w)-li1;'P xnx, 

and hence 

D:,,[R(P, L)] = o,~ - (m..;+ w)-\xn'P x (S.).w 

21 This agrees with Eq. (82) of reference 10, when one 
t~ansla~ from a passive to an active viewpoint. See also the 
discUSBlon of S. S. Schweber, Introduction to Relativistic 
Quantum Field Theory, (Row-Peterson, Evanston, lllinois, 
1961), p. 165. 
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A direct calculation now leads to the result 

(Nf/J).(P) = -iwacp.(P) 

- (m + W)-lp x(S(P)¢).(P). (3.19) 

Equations (3.18) and (3.19) give the canonical forms 
taken by J and N 22 when they operate within 
H([m, 8]). We note that insertion of (3.18) and (3.19) 
into (2.20) gives a canonical form for W", which 
can be inserted into (3.7) to provide a consistency 
check on our calculations. 

4. THE RELATIVISTIC SYSTEM OF TWO 
SPINLESS PARTICLES 

We here consider the physical system consisting 
of two noninteracting relativistic particles of masses 
ml, and mz and zero intrinsic spins. This is described 
by the states 

¢(ml' m2) = {¢(PI' pz) I p~ = mi, WI ~ ml > 0, 

P; = m;, (1)2 ~ m2 > O} (4.1) 

of the Hilbert space H([mj, 0] ® [m2, 0]), wherein 
scalar product is defined by 

where M is seen from (4.4) to be given by 

M2 = (PI + pz)2, (4.9) 

and l is an intrinsic angular momentum quantum 
number whose relationship to the internal motion 
of the two-particle system will emerge in the course 
of the ensuing discussion. As a first step towards the 
determination of how J and N operate within the 
H([M, l]), it is evidently necessary that we introduce 
in place of PI and Pz, total and relative momentum 
variables. For the former, the choice 

K = PI + pz = (O(M) = (K2 + M~l, K) (4.10) 

is natural, and for the latter, the Wightman-Gording 
four-vector 

q = MX -iCM) {Pl - pz 

- [(mi - m;)/M2 J(P1 + P2)} (4.11) 

is used. This four-vector expression has been con
structed so as to satisfy 

K·q = q2 + 1 = 0, (4.12) 

and X(M) is an abbreviation 

"A(M) = "A(MZ, m~, m;) 
(f/J( mJ, mz), 1/;( ml , m z» = J d3 Pl( (2Wl) 

X J d3 pd(2wz)¢(Pl, PZ)*if;(Pl' pz). 

jJr - 2M2(mi + m;) + (m~ - m;)2. (4.13) 

(4.2) In terms of K and q, (4.2) becomes23 

The transformation law under P is given by 

[U(a, L)¢](Pl' P2) 

= [U(1)(a, L) ® U(Z)(a, L)¢](Pl, P2) 

= exp [i(P1 + pz)·a]¢(L-1Pl, L-tpz). 

Using (2.13) and (2.14), it follows that 

P" p(1)" ® 1 (2) + 1 (1) ® p(2)", 

M"~ M(I) "p ® 1 (2) + 1 (I) ® !rI(2) a~, 

and hence, using (3.18) and (3.19), that 

(J¢) (PI ,P2) = (-ipl x a1 - ipz x az)¢(pl' P2), 

(Nf/J)(Pt, pz) = (- iwl al - iW2aZ)¢(Pl, Pz), 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

where 31 = ajaPl, 32 = ajapz. Now (cf. Sec. 1), 
we know that 

H([mj, 0] ® [mz, 0]) 

= L~+m. dM ~ H([M, l]), (4.8) 

22 We note that our results agree with those of Shirokovl ,2 

provided that N (which he equates to MkO) is replaced by 
- N throughout. 

(t/l(m I , m2), if;(mt , m2» 

= J dM Xt(M) J d3K/[2n(M)] 

X J d4q o(K .q)O(q2 + 1) 

X ¢(M, K, q)*¢'(M, K, q), 

(4.14) 

where ¢(M, K, q) has arisen from t/l(PI, P2) by the 
replacement of PI and P2 by their expressions in 
terms of M, K, q as obtained by solving (4.10) and 
(4.11). Operating on such an object, we easily ShOW24 

that J and N take the respective forms 

(J¢)(M, K, q) 

= [-iK xiJ/aK - iq xa/aqJ¢(M, K, q); (4.15) 

(N¢)(M, K, q) 

= [-iO(M)a/aK - iqOa/aq]¢(M, K, q). (4.16) 

Since the results (4.14) to (4.16) are not yet in the 

n See the last named reference of footnote 2 and those of 
footnote 8. 

24 R. Stora, "Multipole Expansions in Elementary Particle 
Physics," University of Maryland, Tech. Rept. No. 250 
(unpublished). 
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forms we seek, we proceed to a second change of 
variables,8 wherein 

ea = L(K)'Pl· 

Using (2.8) and (4.12), we find 

ea = (0, e), 

(4.17) 

e = q - [M + Q(M)r1 qOK, (4.18) 

and 

(4.19) 

q = e + KKoe/[M(M + Q(M)]. (4.20) 

The physical meaning of e is obtained as follows. 
From the definitions of L(K) and q, we see that 

ek 
= MA -!(M)L(K) ka [(Pl - P2t + cK a

] 

regardless of c. If M 2c = - (mi - m;), we have 
(4.17) exactly and also eO = O. If c = 1, we see that 
e is a unit vector parallel to the spatial part of 
L(K)Pl, i.e. to the momentum of particle 1 as seen 
from a frame wherein the total momentum of the 
two-particle system is zero. Our choice of c is made 
so that the change of variables qa ~ ea in the 
integral (4.14) is easily accomplished. 

To handle the change (4.17) of variables, we 
employ a temporary notation 

cp'(M, K, e) = cp'(M, K, e(M, K, q» 

== cp(M, K, q). 
(4.21) 

Partial differentiation with respect to K and e now 
obeys25 

at/J' _ acp acp aq'" 
aKI - aKI + aq'" aKI , (4.22) 

acp' acp aq'" 
ael = aq'" iil ' (4.23) 

and we may employ Eqs. (4.18) to (4.23) to establish 
the results 

[Kxa/aK + e xa/aelt/!' 

= [K xa/aK + q xa/aq]t/J, 

[Q(M) a/aK - (M + Q(M»-lK x (e x a/ae)]cp' 

= [Q(M) a/aK + qO a/aq]t/J. 

Hence we see that 

26 The prime in (4.21) has been introduced to remove the 
ambiguity in the usual notation for partial differentiation 
which is reflected in Eq. (4.22). ' 

(Jcp)'(M, K, e) 

= [-iK xa/aK - ie xa/ae]cp'(M, K, e), (4.24) 

(Nt/J)'(M, K, e) = [-iQ(M) a/aK - (M + Q(M)-l 

X K x (-ie xa/ae)]cp'(M, K, e). (4.25) 

We have evidently converted J and N to the re
quired forms. We also note that the right side of 
(4.14) can be expressed7 as 

J dM A'(M)/(4M) J d3K/[2Q(M)] 

J de (f/(M, K, e)*y/(M, K, e). 

(4.26) 

where f de means integration over the polar angles 
of the unit vector, e. Having reached Eqs. (4.24) 
to (4.26), we have no further need for the variable q, 
and hereafter may omit the primes on cp, 1/;. 

We are now in a position to show explicitly how 
objectives (a) and (b) of Sec. 1 are achieved in the 
special case 81 = 82 = 0 of (l.lb). We define 

CP(Pl' P2) == t/J(M, K, e) 

= 2MiA-t(M) L Ylm(e)CPlmCM, K). (4.27) 
I", 

Then using (4.24) and 

(-ie x a/ae)p Y1",(e) 

[l(l + 1)] iC(l! lmpm') YI "" (e) , (4.28) 

we find 

(Jpcp) (PI , pz) = 2M lA- t (M) L Yz",(e)(JpCP)lm(M, K) 
1m 

= 2MiA-t(M)[L Y1m(e)( -iK xa/aK)pt/JI",(M, K) 
1m 

so that, by orthogonality 

(JpCP)lm(M, K) = L [( -iK xa/aK)pomm' 
",' 

+ (SIP)",m']CPlm,(M, K). 

Hence, operating within H([M, lJ), we have 

OCP)lm(M, K) = (-iKxa/aK)CPlm(M, K) 

+ (S(K)t/J)lm(M, K), 

where we have set 

(4.29) 

(4.30) 

(S(K)pt/J)lm(M, K) = L (SIP)mm'CPlm,(M, K). (4.31) 
m' 

Similarly one proves that the operation of N within 
H([M, l]) obeys 



                                                                                                                                    

KIN E MAT Ie S 0 F R E L A T I V 1ST leT W 0 - PAR TIC L E S Y S T E M 497 

(NCP),m(M, K) = -in(ll/]) iJ/iJKcp,,,,(M, K) 

- [M + n(M)r1K X (S(K)cp) I m(M , K). (4.32) 

Furthermore, from (4.26) and (4.27) and orthogo
nality, we get 

(cp(ml' m2), if;(ml, m2» 

= J dM ~ (CPI(M) , if;z(M», (4.33) 

where we have defined the scalar product in H([M, l]) 
by 

(cp,(M), if;z(M» = J d3K/[2n(M)] 

x :E CP'm(M, K)*if;'m(M, K). (4.34) 
m 

Summarizing, we may define the states CP'm(M, K) 
of each H([M, l]) that occurs in H([ml, 0] ® [m2, 0]) 
in such a way [Eq. (4.27)], that 

(a) J and N operate on them in canonical form, 
[compare Eqs. (4.30) and (4.32) with Eqs. (3.18) 
and (3.19)]; 

(b) the scalar product in H([ml, 0] ® [m2, 0]) 
is expressed [Eq. (4.33)] as a direct integral with 
respect to M and sum with respect to lover the 
scalar product in H([M, l]) defined in canonical form, 
[compare Eq. (4.34) with Eq. (2.6)]. 

Equation (4.27) is what we name the C-G series 
of P for [ml' 0] ® [m2, 0]. If we write it in the form 

CP(PI, P2) = J dM' J d3
K'/(2K'O) 

X :E (PI0p20 I K'm[M'l])CPzm(M', K'), (4.35) 
z ... 

with 

(PI0p20 I K'm[M'lJ) = 2KOo(K - K')o(M - M') 

X 2M!X-1(M) Y1m(e) , (4.36) 

we can see that Eq. (4.27) agrees with the corre
sponding statements in a previous paper.s [See, in 
particular, Eqs. (2.10) and (3.17).] 

The section closes with some comment on the 
definition (4.31) of S(K). We recall, firstly, that the 
notation S(K) implies transformation properties like 
(3.12) and (3.15) wherein K appears in a fundamental 
role, and secondly, that the contributions from S(K) 
to J and N in Eqs. (4.30) and (4.32) have arisen 
directly from the respective contributions to J and N 
in Eqs. (4.24) and (4.25) from the internal motion 
of the two-particle system. Thus, to exhibit the 
consistency of using the notation S(K), we must 
show that e x a / ae has the correct transformation 

law. Since e has been built by a well-defined pro
cedure [Eqs. (4.11) and (4.17)] from PI and P2, let 
us write e(Pl, P2) as a temporary measure. We then 
easily show that 

e(L-IpI, L-Ip2)" = [R(K, L)-I]kZe(pl' P2)/, 

and hence that, under L, 

(e XiJ/iJe)k ~ (e' xa/ae'/ 

= [R(K, L)-I]kl(e x iJ/ae) I , (4.37) 

where e == e(pI' P2), e' == e(L- 1PI, L- 1p2)' Eq. (4.37) 
is sufficient to give the required assurance of con
sistency. 

S. THE RELATIVISTIC SYSTEM OF TWO 
PARTICLES OF ARBITRARY SPINS 

In this section, we extend the discussion of the 
preceding one to the case of particles of arbitrary 
spins 81 and 82' We now deal with the Hilbert space 
(1.1a) of states 

cp., •• (ml , m2) = {cp •••• (ml , m2) I P; = m;, 

"', ~ m, > 0, 

- 8; ~ P, ~ 8"i = 1,2}, (5.1) 

with scalar product 

(cp •••• (ml, m2), if; .... (ml' m2» 

= J d3
PI/(2wI) J d3

p2/(2w2) 

X L CP •••• (Pl, P2)*if; •••• (Pl, P2)' (5.2) 
'1'_ 

As in Sec. 4, J and N are found to operate in (1.1a) 
according to 

(JCP) ••• ,(lh, Pi) = (-ipi x a1 - ip2 x a2)cp •••• (Pl, P2) 

+ [(SI(PI) + S2(P2»cJ>] •••• (PI, P2), (5.3) 

(Ncp) ••• ,(PI, P2) = (-iwl a1 - iw2a2)cp •••• (PI, P2) 

- (ml + "'1)-lp1 X(SI(PI)CP) •••• (PI, P2) 

- (m2 + "'2)-lp2 X (S2(P2)CP) •••• (PI , P2)' (5.4) 

Here also the change of variables PI, P2 to M K e 
26 ' , may be effected ; we then have 

PI xiJl + P2 xi)2 = K xa/aK + e xa/ae, (5.5) 

"'Ial + "'2a2 = n(M) a/aK 
- [M + 12(M)rI Kx(exa/ae), (5.6) 

18 We regard this as being effected at a single step. When 
we consider the operation of alaK and alae on <I> .... (PI! P2), 
we shall assume that PI and P2 have been replaced therem by 
their expressions in tenns of M, K, e. 
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J Ztl J ~~ = J dM Ai:) J 2~~~) J de. (5.7) 

It is evident from the form of Eq. (5.4) for N, that 
we cannot proceed from here to a solution of our 
problem as directly as we did in Sec. 4. Specifically, 
what we cannot yet see is how to compound the con
tributions from the relative angular momentum and 
intrinsic spins of particles 1 and 2 to form the in
trinsic angular momentum of the two-particle system 
in such a way that both J and N are obtained in 
canonical form. In accordance with the discussion 
of Sec. 3, the suggested procedure is to view the 
operation of J and N on r/J., •• (Pt, P2) from a reference 
frame wherein K appears as R = (M, 0). There
fore, using Eqs. (2.4) and (2.10), we introduce27 

r/J! ••• (Pl' P2) = [U(L(K)r/JJ .. ,.(L(K)PI' L(K)pz), 

= L: D;:p,(R;I)D::/l.(R; 1)r/J/l,,,.(PI' P2)J (5.9) 

where 28 

Rl == R(PlJ K) = R(PIJ L(Kt1
), 

R2 == R(P2, K) = R(PZJ L(K)-I). 

We now use 

r/J •••• (pl' pz) 

= L: D:~",(Rl)D::".(Rz)4>~'/l.(Pl' P2), (5.10) 

and Eqs. (5.3) and (5.4), to evaluate (Jr/J;'I'J(PI, P2) 
and (Nr/J)~.,.(Pl' P2). The first thing that one notices 
is that the differential operators in (5.3) and (5.4) 
effect not only 4>~.I" (PI, P2), but also the D matrices 
in (5.10). Far from being an embarrassment, this is 
exactly the circumstance that enables us to obtain 
canonical forms for J and N. In the case of ], we 
have at our disposal the remarkable result (proved 
in Appendix A) 

(-iPl x a1 - ip2 x a2)pD:;I',(R1) 

= L: D:: •• (R 1)(S.,p)x.I" 
A, 

- L: (S.,p).",D!:,.,(R1). (5.11) 
" 

With the aid of (5.11) and its analog for D"(R2 ), 

we obtain29 

27 In order that this be a consistent notation, we must 
(and, as is easily proved, do) have [P(ll<t>l'.,.,{Pl, p.) = 
Pl.",' v, v~(Ph p.). 

28 Tne analogous equation in a previous paper (Cited in 
footnote 8) contains a misprint; the L{p) that appears in it 
should be replaced by L(p)-l. 

29 The contribution to the right-hand side of (5.12) from 
the second term of (5.11) exactly cancels the contribution 
from the term of (5.3) involving Sl(Pl); similarly for particle 2. 

(Jpr/J) •••• (pl' P2) 

= L: D::p.(Rl)D::p.(Rz)(Jpr/J)~'I'.(Pl' pz) (5.12) 

L: D;:>.,(RI )D;:>..(R2) 
Jll.l',A 1 A, 

x [( -iPl x 81 - ip2 x 8z)po>..". OA.I" 

+ (S"P)"1'1 0.SI" 

+ oA.".(S •• Ph.'I'.lr/J~,,,.(Pl' Pa), (5.13) 

and hence, by virtue of the unitary property of D 
matrices, 

(Jpr/JK)..(Pl' Pa) 

= L: [( -iPl x 82 - ip2 x 8a)pO,,1'1 0 ..... 

+ 0).1",(S"ph.jt.Jcp~'/l.(Pl> P2)' (5.14) 

To put this into a form comparable with (5.3), we 
introduce SI (PI)' by means of 

[SI(PI);r/J]tX,(Pl, P2) 

= L: (S"ph,jt,r/J~,).,(Pl' P2), (5.15) 
", 

and S2(P2)' by a similar equation. From (5.15), 
(5.8) and (3.12), it is seen that 

Sl(Pl)'k = U(L(K)-I)Sl(L(K)PliU(L(K) (5.16) 

(5.17) 

The form of (5.17), certainly not a surprising one, 
is illustrative of a well known feature of relativistic 
kinematics30

: the apparent effect of our change of 
viewpoint on the spin operator of particle 1 is that 
it is rotated. Naturally a similar discussion applies 
to particle 2. Using (5.15) and its analog, (5.14) 
can be put into the form26 

(Jr/J)~'P,(Pl' P2) = -iK xa/aK.rp~,,..(pl' P2) 

+ { -ie xa/aer/J~,jt,(pl' pz) 

+ [(SI(Pt)' + S2(P2)')4>]~,,,.(Pl' Pa)}. (5.18) 

We observe that both (5.3) and (5.18) for J are ap
parently canonical in form; until we look at N, 
we have no reason to prefer one to the other. How
ever, we already know that equation (5.4) for N is not 
in canonical form. We now show that (Ncp);,jt.(Pl, Pa) 
is. 

To take account of the effect of the differential 
operators in (5.4) on the D matrices of (5.10), we 

• 30 H. P. Stapp, Phys. Rev. 103, 425 (1956). See also V. 1. 
Ritua, footnote 3. 
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employ a result (proved in Appendix A), which is 
no less remarkable than Eq. (5.11), namely 

(-iw1 i)1 - iw2i)2)D::)lJR1) 

= (ml + Wl)-I :E (PI x So,),.~.D::)I.(Rl) 
~, 

- (M + D(M»-I L D:: .. (R1)(K x So.).,)I,. (5.19) 
" 

may now revert to our original view point [that of 
Eq. (5.8)], obtaining without difficulty32 

(JCP);(hlmCM, K) = .L: [-iK xa/aKomm , 
m' 

+ (S;)mm']CP;(zolm,(M, K), (5.24) 

(NCP);(hlm(M, K) = L [-iD(M) a/aKom", , 
m' 

Using (5.19) and its analog for D"(R2), we prove 
the resule 1 - (M + D(M»-l(K x S;)mm']CPi(lolm,(M, K), (5.25) 

(Ncp);,)I,(Pl' P2) = -iD(M) a/aKcp;,)I,(Pl, P2) 

- [M + D(M)r1K x {-ie xa/ae¢~,)I,(Pl' pz) 

+ [(Sl(Pl)' + SiCP2)')CP]~,)I,(Pl' P2)}' (5.20) 

Equations (5.18) and (5.20) are the required canoni
cal forms for J and N, with the intrinsic angular 
momentum contributions to be formed (as we shall 
see, in particUlar, in appendix B) by the ordinary 
rules of vector coupling. This agrees with the dis
cussion of Sec. 3, where to define the spin of a particle 
in a state of momentum p in a given frame, we had 
to view the state from a frame of reference wherein 
its momentum is is = O. Here the point is, that to 
see how to build up the intrinsic angular momentum 
of the state of the two-particle system of total 
momentum K in a given frame-from the relative 
angular momentum and intrinsic spins of the indivi
dual particles--one must view the state from a 
reference frame wherein its momentum is K = O. 
With the aid of (5.18) and (5.20), we may proceed 
directly to the implementation of the program laid 
down in the introduction. 

In analogy to (4.27), we set 

CP;,)I,(PI, P2) = 2MlX -i(M) :E C(SIS2S}.Il}.l2}.1) 
)lA 

X C(lsjX}.Im) Yn(e)cP~(l8lm(JYf, K), (5.21) 

and obtain [see appendix Bl, from Eqs. (5.18) and 
(5.20), the results 

(JCP)~(l8lm(M, K) = :E [-iK x a/aKo",m' 
m' 

+ (S;)mm' ]cp~ (l8lm,(M, K), (5.22) 

(Ncp)i(l,lm(M, K) = L [-iQ(M) a/aKomm , 
m' 

- (M + D(M)rl(K x S;) ...... ,]cp~(I.) ... ,(M, K). (5.23) 

The formation of the intrinsic angular momentum 
of the two-particle system having been effected, we 

31 In this C88e, the contribution from the first term in 
(5.19) cancels the unwanted contribution from the term of 
(5.4) involving SI(pd. 

in manifestly canonical form. One may also prove, 
using Eqs. (5.2) and (5.7), Eqs. (5.10) and (5.21), 
and familiar propertiesll of D matrices, spherical 
harmonics, and vector coupling coefficients, that33 

where 

= f d3K/[2D(M)] 

X L CPwolm(M, K)*if;;(/8lm(M, K). (5.27) 
m 

Quite evidently, the functions CPi<Io)m(M, K) are the 
states of a family of Hilbert spaces Hz.([M, iD, with 
canonically defined scalar products (5.27), within 
which J and N operate in canonical form [Eqs. 
(5.24) and (5.25)]. Further, Eq. (5.26) is an explicit 
realization of the symbolic reduction formula (1.4). 
It is also evident from Eqs. (5.24), (5.25), and (5.27), 
that the Hilbert spaces Hzo([M, 11) for different 
values of land S but the same values of M and i 
are all equivalent to each other. In other words, l 
and s together constitute the label 1/ of Sec. 1, 
which enumerates the multiplicity of equivalent 
[M, jl that occur in the direct product (1.1b). For 
given i, all positive integral values of l allowed by 
the vector-coupling lsi occur for each s allowed by 
the vector coupling SlS2S. 

As in Sec. 4, we note agreement with the results 
of a previous paper,s [see Eqs. (2.10) and (3.17) 
there]. To see this, we may combine Eqs. (5.10) 
and (5.21) to obtain.32 

32 We have here_ used the result </>' ;(h)m(M, K) = 
[U(L(K»)4>];(lo)m(M, K) = 4>i(h)m(M, K). 

33 The sum over 8 involves all values consistent with the 
vector coupling 81828. That over j involves all values con
sistent with the vector coupling lsi for each such s and each 
positive integral value of 1. 
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c/>" •• (Pl, P2) = J dM' J d3K' /(2K'O) 

X E (PIJ11P2J12 I K'm[M', j], l,)c/>j(h) ",(M' ,K'), (5.28) 
;hm 

where 

(PIJlIP2J12 I K'm[M'j], ls) 

= 2Ko o(K - K') oeM - M')2MiA -i(M) 

X E D::p,(Rl)D::p.(R2)C(SIS~fJ.lfJ.2fJ.) 
Pl."',.}.. 

X C(lsjAfJ.m) Y/~(e). (5.29) 

Equation (5.29) is the formula for the 0-G coeffi
cient of P which occurs in the reduction of the repre
sentation (l.lb) of P. Its insertion into (5.28) yields 
explicitly the C-G series of P for that representation. 

In Eq. (5.21) and the subsequent development, we 
might equally well have used alternative coupling 
schemes. 

APPENDIX A 

We here give proofs of the identities (5.11) and 
(5.19). We first consider the special case of (5.11) 
for SI = !. As is well known, Sf can be expressed in 
terms of Pauli matrices [cf Eq. (3.3)] according to 

Sf =!-;. 

Thus the equation we seek to prove can be written 
in matrix notation: 

2( -ipl x a1 - ip2 x (2)Dl(R1) 

= Df(Rlh - ~DI(Rl)' (AI) 

It is obvious that we need an explicit representation 
of Dt(R1 ). This may be obtained as follows: 

The formalism of Sec. 5 of a previous paperlO 

allows us to calculate the matrix Al of SU(2C), 
which is the image of RI in the homomorphism of 
SU(2C) to the rotation group. We obtain 

[(ml+wl)(M+O(M»-Pl·K-i~·Pl xK] (A2) 
[2(ml+wl)(M+O(M»(mI M+Pl· K)]t , 

a result first obtained by Shirokov.34 Since, by 
definition almost, 

(A3) 

we have the required explicit form for Dl(R1). The 
proof of (AI) now follows after a simple use of the 
usual methods of vector algebra and the commuta
tion relations of Pauli matrices. 

Having proved (5.11) true for SI = !, we assume 
34Iu. M. Shirokov, Dokl. Akad. Nauk SSSR 99, 737 

(1954). 

it true for some fixed SI, and seek on this basis to 
prove it true for (SI + !), and hence, by induction, 
for all relevant 81 , If we use the definition (3.3) of 
the matrix vectors S." and the identity35 which 
relates D"+i(R1) to products of D"(Rl) and Di(R1), 
proof of the inductive step becomes an exercise in 
the standard techniques of Racah algebra. We omit 
the details. 

Equation (5.19) is proved in like manner with 
only a little more effort. 

We note, for the sake of completeness, that Eq. 
(A2) may be used along with Eq. (96) of reference 10 
to give an explicit representation of the rotation R 1 : 

j I 

R: I = Oil + K PI 
mlM + Pl· K 

j I OeM) - M 
- PIPI (ml + wl)(mIM + PI.K) 

_ KjK1 WI - m l 

(M + O(M»(mIM + Pl·K) 

+ jK1 2pI·K - (ml + wl)(M + OeM»~ 
PI (ml + WI)(M + O(M»(mIM + Pl. K) 

(A4) 

This result also is due to Shirokov.35 

APPENDIX B 

We seek to prove that Eqs. (5.22) and (5.23) 
follow from (5.21), (5.18), and (5.20). 

It is readily discovered that this reduces (in each 
case) to proving that 

(Slph~,C(SI8~fJ.lfJ.2fJ.)C(lsjA' fJ.m') 

+ (S"P)P,A,C(SI8~AlfJ.2fJ.')C(lsjAfJ.'m') 

+ (S"p)p.A.C(SIS~fJ.IA2fJ.')C(lsjAfJ.' m') 

= (Sjp)m""C(81S~fJ.lfJ.2fJ.)C(lsj"AfJ.m). (Bl) 

The required proof consists of an application of the 
recurrence relation37 

(Sj ,p)m,n, C(jlM3nl m2ma) 

+ (Sj.p)m,n,C(jlM3mln2ma) 

= (Sj,p)n,m.C(jIM3mlm2na) , (B2) 

first to the 8182S vector coupling, and then to the lsj 
vector coupling. 

36 Equation (4.34), A. R. Edmonds, ~. cit., footnote 12. 
38 The formula which Shirokov gives [l£q. (9) of the paper 

cited in footnote 1) contains misprints. However a subsequent 
use of it [Eq. (41), there) agrees with Eq. (A4). 

17 This is equivalent to the recursion relation, satisfied by 
vector-coupling coefficients, which Rose (op. cit., footnote 12) 
uses in his discussion of the Wigner-Eckart theorem. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 4, NUMBER 4 APRIL 1963 

Derivation of the Gell-Mann-Okubo Mass Formula 

H. GOLDBERG AND Y. LEHRER-ILAMED 

Israel Atomic Energy Commission Laboratories, ReMllOth, Israel 
(Received 8 November 1962) 

A short proof is given for a mathematical identity which is used to derive the Gell-Mann-Okubo 
mass formula. 

I T has been proved by S. Okubo l that if T~ is a 
tensor operator [under U(3)], then any of its 

irreducible representations may be written in the 
form 

T: = ao~ + bA~ + c L A~A~. (1) 
A 

A~ are the representations of the infinitesimal opera
tors of U(3), whereas a, b, and c are functions of 
the representation. This formula, together with the 
assumption concerning the mass splitting, namely: 

f:.M = (i/ Ti Ii), (2) 

give a mass formula for U(3) symmetries both in 
the Sakata2 and the Gell-Mann-Ne'eman3 models. 

It is to be mentioned that GeII-Mann3 derived 
the mass formula for the baryons before Okubo's 
work by assuming (2) for the special case of an octet. 

The proof of (1), as given by Okubo, involves 
somewhat lengthy calculations which obscure the 
generality of the result. We should like to expose 
here a proof which is applicable-with obvious 
modifications-to any semisimple Lie Algebra. 

Let A = (A~) (1 ~ Ji., II ~ 3) be a matrix whose 
elements A: belong to a commutative ring. In this 
case we have the Cayley-Hamilton identity: If 

I(x) = det (xl - A) = a + bx + cx2 + x 3
, (3) 

then 

CJJ = "AJJAaAP_" AaA"AP+" (~12AaA(JA' , L...J a fJ. L...J " fJ, L...J U afJ 1 2 • 
a.fJ a.fJ a.fJ 

+ 013AaAfJA" + ~23AaAfJA/Io) afJ 1 3, U afJ 2 3 • 

L ea~')'A ~AgA ~O~, 
a.fJ.')' 

(5) 

where 

1 if p = T, 0' = w} 
p r£ 0', 

0:: = -1 if p = w, 0' = T 

(6) 

o in all other cases. 

o~ is the Kroneker delta function, and Bah is the 
basic antisymmetric tensor. 

The Cayley-Hamilton identity is equivalent to 
the identities 

C: == o. (7) 
When the elements A~ belong to an associative 

(noncommutative) free algebra, the identities (7) 
are generally not valid. However, we may obtain 
similar identities by symmetrizing the monomials 
appearing in C:. Namely, if 

P(abc) = abc + acb + bac + boo + cab + cba, (8) 

and if 

6H~ = L P(A:A ~A~) - L P(A:A~A~) 
a.~ a.fJ 

- L OafJ'YP(A ~A~A ~)o~ + L o~~(A ~A~A:) 
a.fJ.'Y a.fJ 

+ "oal~p(AalAfJ3A/Io,) + " ~23p(AaAfJA/Io) L...J ~ L...J UafJ 2 3 ., 
a.f! a.fJ 

(9) 

I(A) = aI + bA + cA2 + A 3 == o. (4) then' 

The identity (4) may be formulated in the follow
ing way:' Define 

1 S. Okubo, Prog. Theoret. Phys. (Kyoto) 27, 949 (1962). 
2 See, for example, M. Ikeda, S. Ogawa, and Y. Ohnuki, 

Prog. Theoret. Phys. (Kyoto) 22, 715 (1959) and 23, 1073 
(1960). 

a M. Gell-Mann, Rept. CTSL-20, California Institute of 
Technology; Y. Ne'eman, Nuclear Phys., 26, 222 (1961). 

• Y. Lehrer, Bull. Res. Council Israel SA, 197 (1956). 

H~ == O. (10) 

When A~ are operators of a Lie Algebra, the aif
ference 

(11) 

is a polynomial of the second degree in A~. Therefore, 

L A:A pA~ = ao: + bA~ + c L A:A:, (12) 
a.f3 a 
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where a, band c are scalars under U(3) (and hence 
functions of the Casimir operators). 

In a way similar to the commutative case, Eq. (12) 
implies 

L: A:A; '" A: 
apo .or 

= a(n) o~ + b(n)A~ + C(n) L: A~A,~ (13) 
" 

where n is the degree of the polynomial in A ~ on 
the left, and n > 3. 

Let B l , ••• ,Br be r irreducible matrices of order k. 
It follows from the theorem of Burnsides that any 

• See, for example, V. D. Waerden, Modern Algebra II, 
Translation from the 3rd German edition (Frederick Ungar 
Publishing Company, New York), 2nd printing, 1950, p. 194. 

matrix of the same order may be described as a 
polynomial in these matrices. Hence, T: may be 
described as a polynomial in the A:. However, the 
tensorial character of T: implies that the above 
polynomial is a combination of polynomials of the 
form 

L: A~A; ... A:. (14) 
apo "7 

Using (13), Eq. (1) is obtained. 
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The dominant-high energy behavior of a wide claas of Feynman diagrams is investigated. When 
the leading contributions are summed they are shown to give a behavior consistent with the Regge
pole hypothesis. Series expansions for the trajectory and residue of the dominant Regge pole are 
obtained in this approximation. 

1. INTRODUCTION 

THE existence of Regge1 poles in relativistic 
scattering amplitudes has been the subject of 

intense study and speculation. One of the most 
important ways in which their existence would mani
fest itself is through the high-energy behavior of 
scattering amplitudes.2 If the dominant (i.e. the 
rightmost) Regge pole in the s channel of the 
scattering amplitude f(s, t) has a trajectory a(s) then 

t-'> co, (1) 

where m is some standard mass, and b(s) is related 
to the residue (3(s) of the Regge pole by 

b(s) = (3(s)[2a(s) + 1][1 ± e- iu<')l/sin7ra(s), (2) 

the sign in (2) being chosen according to the J 
parity of the trajectory. 

Recently Gell-Mann and Goldberger,3 and Levy4 

have suggested that the same behavior may be dis
covered in perturbation theory. An individual 
Feynman diagram gives an asymptotic behavior 
involving log t, but when contributions from an 
infinite number of diagrams are added together, the 
logarithm may appear in an exponential yielding 
a power law of type (1). The purpose of this paper 
is to show that this does indeed occur when the 
leading asymptotic contributions from a wide class 
of Feynman diagrams are added together. 

The Feynman diagrams considered represent the 
scattering of two spinless particles by the exchange 
of a virtual spinless particle (which will be called 
a meson). The interaction is of Yukawa type and 
the diagrams considered are ones in which the virtual 

* The research reported in this paper has been sponsored 
in part by the Air Force Office of Scientific Research, OAR, 
through the European Office, Aerospace Research, United 
States Air Force. 

1 T. Regge, Nuovo Cimento 14, 951 (1959); 18, 947 (1960). 
2 G. F. Chew, S. C. Frautschi, and S. Mandelstam, Phys. 

Rev. 126, 1202 (1962). 
a M. Gell-Mann and M. L. Goldberger, Phys. Rev. Letters 

9, 275 (1962). 
• M. Uvy, Phys. Rev. Letters 9, 235 (1962). 

I.. "0. 1. A laoide, dj .... ~. 

mesons interact only with the external particles. 
The diagrams include many in which meson lines 
cross so that the class is wider than that of ladder 
diagrams. It is more precisely characterized below 
(Sec. 4). 

2. LADDER DIAGRAMS 

The method of analysis employed will be illu
strated in this section by considering the simple 
case of ladder diagrams (Fig. 1). The work of Lee 
and Sawyer5 already guarantees that a power-law 
behavior should be found in this case. 

For convenience all masses will be set equal to 
unity. The Feynman parameters associated with 
meson lines are denoted by ai, ... , a" and the 
remaining Feynman parameters by (3i' Then the 
diagram Fig. 1 gives a contribution to the amplitude 

In(s, t) = l(1~:2r-1 r(n) 

X 11 da d{3 8(~a + ~(3 - 1) [C(a, mr-2 

• (3) 
o [D(s, t, a, mr 

C and D are the familiar numerator and denominator 
functions occurring in Feynman integrals after sym
metric integration has been performed. It is only 
necessary to notice at this stage that the structure 
of D is 

D = al ... a,.t + 8(s,~, (3). (4) 

The fact that D is linear in t might seem to suggest 
that I" I"o.J C" as t -'> co. This would indeed be the 
case if the lower limits of the a integrations were 
not zero. However the fact that the coefficient of t 

i B. W. Lee and R. F. Sawyer, Phys. Rev. 127,2266 (1962). 
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.--::x:x .. ::>c FIG. 2. A contracted ladder 
diagram. 

vanishes on part of the boundary of the region of 
integration permits I" to have a less rapidly con
vergent asymptotic form. This dominant asymptotic 
part of I .. arises solely from that part of the region 
of integration in the neighborhood of a. = O. It 
is therefore the same as the dominant asymptotic 
part of 

I~ = g2C,2),,-lr(n) i'da { dfJ o(~fJ - 1) 

[cC!3)r-2 

X (5) 
[al ... ant + d(s, fJ)]" , 

where 

(6) 

where 

K(s) = ~ 11 d{3l d{32 0(fJ1 + (32 -2 1) . (11) 
161r 0 [{31{32S - (fJl + (32) ] 

K(s) is just the Feynman function associated with 
the simple self-energy loop diagram evaluated for 
two-dimensional energy-momentum vectors, for 
which it is, of course, convergent. Thus the final 
expression for the asymptotic fonn is 

(12) cC!3) = C(O,fJ), 

des, (3) = D(s, 0, (3). (7) Therefore, .. 
This dominant contribution will, of course, prove to L: I .. "" l(t)-l+,'K(8) , (13) 

.. -I be independent of E. 

It is now necessary to perfonn some of the a which is of the form (1)5.6 with 
integrations: 

l ' da l ••• dan 
o tal ... ant + d)" 

1 l' dal" . dan-II: 
""-Cn---'=-:I)--'dn 

I 0 [al •.. a,,_IEt + d] + 
1 l' dal ... dan-2 

tCn - l)d"-1 0 al'" a .. -2 

X log (1 + al ... dan-IE2t) + (8) 

In these equations, contributions with a manifestly 
more rapidly convergent asymptotic behavior as 
t --* 00 have been omitted. In the Appendix it is 
shown that the final integral in (8) "'(log t)"-ljr(n) 
as t --* 00. Thus 

ast--* 00. 

a(s) = -1 + lK(s), 

b(s) = l. 
3. FURTHER DIAGRAMS 

(14) 

(15) 

The techniques developed in Sec. 2 may be used 
to analyze other diagrams. In this section we shall 
consider two typical examples and then state in 
Sec. 4, the general rules that these illustrate. 

The first diagram is Fig. 3. Its contribution is of 
the fonn (3) but D is given by 

D = (ala2 - (3I(32)aa ••• a"t + o(s, a, (3). (16) 

Because the end points al = 0, a2 = 0 no longer 
give a coefficient of t which automatically vanishes, 
the al and a2 integrations do not increase the 
asymptotic behavior of the function. The fact that 
the coefficient of t vanishes inside the region of 
multiple integrations is not important, as can be 
seen by distorting contours appropriately.7 The 

The functions c and d are the numerator and ~ 
denominator functions associated with the con- s_ ... X 
tracted Feynman diagram (Fig. 2.) Elementary 
manipulations show that 

FIG. 4. The contracted 
diagram associated with 
Fig. 3. 

(_1_),,-1 11 o(~{3 - 1) [c({3) r- 2 

161r2 
0 d{3 [d({3, s)r I 

rCn ~ 1) [K(s)r-
l

, (10) 

6 The same formula has been derived using the renormali
zation group; B. A. Arbusov, A. A. Lugunov, A. N. Tavk
helidze and R. N. Faustov, Physics Letters 2, 150 (1962). 

7 Note added in proof. This statement requires modification. 
What is here calculated is the contribution to asymptotic 
behavior from the edge of the hypercontour. Other contri
butions will be discussed elsewhere. 
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FIG. 5. The vertex part 
associated with Fig. 3. 

asymptotic form can be obtained most easily by 
writing 

s_ 

FIG. 7. The contracted diagram associated with Fig. 6. 

diagrams of type shown in Fig. 3 just provides an 
extra term in the series expansion of b(s). 

The second example we shall consider is provided 
by the diagram of Fig. 6. Its denominator function is 

(17) D = (a2aa - {3af3J (a6a1 - {31l{312) 

where 

and 

~ = o(s, a, {3)/(alaZ - {31{32)' 

The analysis of Sec. 2 applied to D gives 

2( g2 )"-1 r(n) 
In""' g Hhr2 ten - l)r(n - 2) 

X f da1 daz d{3. o(al + a2 + ~{3 - 1) 

(18) 

(19) 

X [eCal, a2, {3)r-
2 

,.-1 (log tra, (20) 
(ala2 - {31{32) [d(s, ai, a2, {3)] 

where e and d are the numerator and denominator 
functions associated with the contracted diagram
Fig. 4. These manipulations are justified because 
the resulting coefficient of (log t),,-a is a convergent 
integral. 

The integral in (20) can be simplified to give 

I 2V() (lK(s) log t),,-3 (21) 
n ,...., g s r(n - 2) , 

where 

V(s) = Ct2Y f da, da2 df3. o(a, + a2 + ~{3 - 1) 

X e'Ca, {3) (22) 
(a,a2 - {31f32)[d' (a, {3, S)]2 , 

c' and dt being the numerator and denominator 
functions associated with the vertex part-Fig. 5. 
The sum of dominant asymptotic contributions from 

FIG. 6. A Feynman diagram. 

X ala,cxsast + o(s, a, {3). (23) 

The resulting asymptotic behavior is found to be 

( 2)7 r(8) 11 
I rv l 1& t.7. r(4) 0 da2 daa da6 da1 d{3, 

X o(~a + ~{3 - 1) [e(a, f3) r (log t)3 (24) 
( CX2CX3 - {33{3,)(a6ay - {311/3'2)[d(s,a,{3)J~.... ' 

where e and d are associated with the contracted 
diagram in Fig. 7. Again this may be reduced to a 
simpler form, yielding 

I 8 K(s)(K'(s) J2 (log t)3 (25) 
,...., g r(4) t' 

where 

(26) 

elf and d" being associated with the seIf-energy 
diagram-Fig. 8. Diagrams of this type are thus 
seen to be associated with the occurrence of higher 
terms in the expansion of cx(s). 

4. GENERAL RULES 

The class of diagrams we consider is formed in 
the following way: The single meson exchange dia
gram is called the unit diagram and denoted by U. 
Any diagram which cannot be formed by joining 
the external particle lines of a series of subdiagrams, 
at least one of which is a U, is called unit irreducible 
and denoted by the generic symbol D;. The class of 
diagrams considered is constructed by joining the 
external particle lines of a succession of U and D i 

fJ3 

~fJl "I "2 fJs FIG. 8. The self-energy part 
associated with Fig. 6. 

fJ2 fJe 
fJ4 
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such that there is at least one U and each pair of 
successive D. are separated by at least one U. 

Associated with each D. there is an s-channel 
self-energy diagram S. formed by joining together 
both pairs of external lines, and two s-channel vertex 
parts, V. and V~, formed by joining together one 
or other pair of external lines. The number of 
meson lines in D, is denoted by n. and the coeffi
cient of t in its denominator when D. is considered 
as an isolated diagram is denoted by g.(a), where a 
represents the set of all the Feynman parameters 
of D;. 

The series expansion for a(s) is 

a(s) = -1 + g2K(s) + l L K(s). (27) 
; 

The sum is taken over all unit irreducible diagrams 
D, and 

1 (g2 )'" K,(s) = I67r2 I67r2 r(n, + 1) 

X 11 da. o(~a - I)[C;(a)r' 
o g;(a) [D,(s, a) ri+l , (28) 

where the a's and the forms of C, and Di correspond 
to the self-energy diagram S,. 

The series expansion for b(s) is 

b(s) = l(I + L V.(s»(1 + L V~(s», (29) 
i i 

where 

V,(s) = C~2tr(ni) 
X 11 da o(~a - I)[ci(alr-

1 
, 

o gi(a) [di(s, a)] • 
(30) 

the a's and the forms of c, and di corresponding to 
the vertex diagram V,; and V~(s) is similarly derived 
from the vertex diagram V~. The occurrence of a 
product in (29) illustrates the factorizability of Regge 
pole residues.8 

5. DISCUSSION 

The series expansions obtained for a(s) and b(s) 
possess many expected properties. The separate 

8 M. Gell-Mann, Phys. Rev. Letters 8, 263 (1962); V. N. 
Gribov and Ya Pomeranchuk, Phys. Rev. Letters 8, 343 
(1962). 

terms are real analytic functions with s-channel 
normal thresholds. As s -+ <Xl, a(s) -+ -l. However 
there are also some unphysical properties in this 
approximation. As Gell-Mann and Goldberger have 
pointed out, the first term in the expansion for a(s) 
is unbounded at its normal threshold. A similar 
result holds in potential theory.9 Inspection of the 
asymptotic form in s of the separate terms of the 
series suggests that they may be an asymptotic 
series valid for large s. 

Many contributions to the asymptotic behavior 
of the scattering amplitude have been neglected 
in this analysis. These include all the more rapidly 
convergent parts of the diagrams considered which 
were discarded in forming Eqs. (8). There are also 
contributions from diagrams not considered at all, 
including isolated D, diagrams. Inspection of these 
latter shows that they are expected to contribute 
only to Regge poles which tend to negative integers 
less than - 1 as s -+ <Xl. 

ACKNOWLEDGMENTS 
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APPENDIX 

In this appendix we show that 

l 'da1 ••• da 
=_----=-==rn log (I + aa1 ••• arnt) 

o a1'" am 

r (log t)m+l t 
'" (m + 1) as -+ (X) 

(AI) 

The region of integration may be divided into two 
parts: R 1 , in which aal ... amt < N, where N > 1; 
R2, in which aal '" amt > N. The hypervolume of 
Rl '" C 1 (log t)m-l as t -+ <Xl, and so the contribution 
to the integral from Rl ,....., (log t)m-1 at most. In R2 we 
may replace log (1 + aal ... amt) by log (aal ... amt) 
without changing the leading asymptotic behavior 
in t. The result then follows simply. 

9 R. Blanckenbecler and M. L. Goldberger, Phys. Rev. 
126, 766 (1962). 
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The Fredholm reduction of the singular integral equation satisfied by the reactance matrix, which 
was developed in a previous paper, is extended so as to constitute a complete and unified Fredholm 
formalism for the various integral equations which occur in the momentum-space formulation of 
two-body (potential) scattering problems. The essential simplification which permits this unified 
treatment is the demonstration of the formal similarity of the scattering integral equations, whether 
or not part of the interaction includes a hard core. The principal result consists in an apparatus which 
is useful in performing those two-body calculations which occur in investigations of high-energy 
nucleon-nucleus scattering; in particular, the technique is used to obtain the solutions of integral 
equations satisfied by transition matrices which appear typically in multiple-scattering theories. 
The relation between the uniqueness of solutions of the scattering integral equations and the validity 
of the Fredholm formalism is also discussed. Finally, some methods which were previously considered 
for obtaining approximate solutions of the Fredholm equations are generalized. 

INTRODUCTION 

I N a previous paper,l a procedure was developed 
for solving the integral equations satisfied by the 

partial-wave amplitudes of the two-body transition 
(t) and reactance (K) operators. This study was 
motivated by the appearance of matrix elements of 
t between states of unequal energy in problems 
concerning the scattering of nucleons by nuclei. It 
was pointed out in I that in such problems, it would 
be useful to be able to construct approximate solu
tions of the integral equations satisfied by the t 
matrices which are automatically exact on the energy 
shell. The attainment of such a' method was the 
primary objective and the principal result of 1. 

The emphasis of the present study differs from 
that of I in that we are concerned primarily with the 
formal properties of the solutions of the two-body 
(potential) scattering integral equations without 
explicit regard to specific applications. The essential 
results consists in an improved and generalized 
apparatus which is useful in performing those two
body calculations which occur in investigations of 
high-energy nucleon-nucleus scattering. 

No assumptions are made in this work as to the 
nature of the two-particle potentials other than that 
their partial-wave amplitudes are suitably well 
behaved2 and that they satisfy the usual Hermiticity 
and invariance properties associated with the 
nucleon-nucleon interaction. We include, however, 

* This work was supported, in part, by the U. S. Atomic 
Energy Commission. 

t Present address: Department of Physics, Case Institute 
of Technology, Cleveland, Ohio. 

1 K. L. Kowalski and D. Feldman, J. Math. Phys. 2, 499 
(1961), henceforth referred to as I. 

2 We specifically exclude the Coulomb potential. 

the possibility that the interaction contains !I. hard 
core (h.c.), since the use of the h.c. has proved to 
be such a useful phenomenological tool. 

The integral equations satisfied by the t and K 
operators in the case when the interaction includes 
a h.c. were obtained in 1. An alternative formula
tion of these equations is carried out in the first 
section of the present paper, which has the ad
vantage of exhibiting the formal similarity of the 
different scattering integral equations, whether or 
not part of the interaction consists of a h.c. The 
general properties of these equations are discussed 
in detail in Sec. II. 

It was noted in I that K satisfies a manifestly 
singular integral equation, and it was found that a 
convenient way of dealing with this type of equa
tion was to reduce it to a Fredholm form. In Sec. III 
we elaborate upon this Fredholm reduction and, by 
doing so, obtain a complete and unified Fredholm 
formalism for the various scattering integral equa
tions which occur in the momentum-space formula
tion of two-body scattering problems. The unique
ness and singular behavior of the solutions obtained 
with this method are investigated in Sec. IV. 

The Fredholm technique is applied in Sec. V 
to find the solution of equations which appear 
typically in mUltiple-scattering theories.3 Section VI 
is then devoted to a generalization of some approxi
mation methods which were presented in I for 
solving the Fredholm equations. Finally, in Sec. 
VII we comment upon the extension of the Fred
holm technique to the integral equations satisfied 

3 Kl\;l. Watson, Phys. Rev. 89, 575 (1953); see also K L. 
Kowalski and D. Feldman, Phys. Rev. 130, 276 (1963). 
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by the momentum-space representatives of the 
scattering operators, rather than by their partial
wave amplitudes. 

I. SCATTERING THEORY WITH A HARD CORE 

The Fredholm theory which is to be presented in 
this paper depends in an important way on the 
particular form assumed by the scattering integral 
equations [see Eqs. (2.1) below]. That these equa
tions are valid when the interaction does not contain 
a h.c. is well known. This section is devoted to the 
demonstration that, even with a h.c., one can 
construct useful scattering operators which take into 
account all the effects of that part of the interaction 
exclusive of the h.c. and which, in addition, satisfy 
Eqs. (2.1). 

It was shown in I that the appropriate integral 
equations for the ordinary transition and reactance 
operators for an interaction with a h.c. are given by 

t~+) u~+) + r~+) + U~+)G~+) t~+) , (1.Ia) 

t;-) U~-)t + r;-)t + t;-)G~+) U:-)t, (LIb) 

and K, = A. + i\ + O/i.K;. (1.1 c) 

Here, 
ut)= [1 + wt)]V, (I.2a) 

and 0.= (1 + w,)V, (1.2b) 

where V is the two-particle potential apart from 
the h.c. The two-body Green's functions are de
fined by 

(E, - Ho + iefl, (e ~ +0), 

and G. = peE. - HO)-I, 

(I.3a) 

(1.3b) 

where H 0 is the relative two-body kinetic energy 
operator, E. is an eigenvalue of Ho, and P denotes 
integrations carried out in the sense of the Cauchy 
principal value. The subscript i is employed as an 
energy index. Finally, the definitions and properties 
of the h.c. operators, wt>, w., r~·>, and r., are 
discussed in the Appendix.' 

, Equations (1.1) were derived in I under the assumptions 
that the coordinate representatives of V vanish for distances 
less than the h.c. radius, and that t.(+) and K.[ti(-)] operate 
only to the left (right) of eigenstates of Ho corresponding to 
the energy E •. The last restriction will be relaxed at times in 
the present investigation (see, for example, Sec. V) and in 
these instances r i (+) in (1.1a) must be replaced by the 
operator 'Y i (+) which is defined in the Appendix (cf. also 
O. Brander, to be published). The appearance of 'Yi (+) instead 
of r,(+) in the general form of (1.1a) arises from the fact 
that in this case one has to apply the h.c. boundary con
ditions to the wave operator rather than to the wavefunction 
as in 1. Similar considerations apply to Eqs. (1.1b) and (1.1c). 
It is easily seen that the various 'Y's are indistinguishable in 
their properties from the r's with respect to the derivation 
and general validity of all equations contained in this work 
which do not explicitly involve the r's. 

The transition operator which satisfies (1.Ia) can 
be written in the form 

t~+) = U~+) n~+) + r;+), (1.4) 

where the wave operator, n;+), is determined by the 
integral equation 

n~+) = 1 + G~+) [U~+) n~+) + r;+)]. (1.5) 

Let us introduce the operator 

It follows from Eq. (Ua), with the aid of (A5a) , 
that W)' satisfies 

t:+)' = U;+)' + U;+)G~+)t;+)', (1.7) 

where 

U~+)' = [1 + w;+)]V[I + w;-)( (1.8) 

Equation (1.7) can be put into a more symmetrical 
form if we use the relation 

(1.9) 

which follows immediately from (1.6) and (1.2a) as 
a consequence of the identity 

(1.10) 

Equation (1.10) can be verified with the help of 
(A4a). We see, then, from Eq. (A3a), that Eq. (1.7) 
can be rewritten as 

(1.11) 

The most useful feature of the operator t~+)' is 
that it satisfies an equation identical in form to that 
for W) in the case without a h.c. [cf. Eqs. (1.Ia) 
and (1.2a) with w;+) = r~+) = 0]. This property 
will permit a considerable simplification in the work 
of the later sections. We note that, since r~+) can 
be regarded as known, t; +l' is, for all practical 
purposes, equivalent to t;+). 

In I we introduced, instead, of t;+), the operator 
vn;+). Although it can be verified that this operator 
obeys an equation of the same form as (1.11), its 
connection to t;+) is rather indirect and this compli
cates any practical calculations. 

The preceding reformulation of Eq. (1.Ia) can be 
carried out in a completely analogous manner for 
Eqs. (1.Ib) and (LIe). For example, let 

K~ = K. - rio (1.12) 

One can then show that 

K~ = O~ + O~GiK~, (1.13) 

where 
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1J~ = (1 + Wi) V(l + Wi) t. (1.14) 

The corresponding equation for t;-)' is stated in 
Sec. V. 

The relationship between W) and Ki (or, equiva
lently, t;-) and K;) for a potential with a h.c. is 
identical to the case without a h.c., viz., 

t;+) = Ki - i7rK;~(Ei - Ho)t;+) , (1.15) 

as was proved in 1. The connection between t;+)' 
and K~ can be obtained from (1.15). 

n. SCATTERING INTEGRAL EQUATIONS 

We consider a class of two-body operators which 
satisfy the integral equations 

V;+) + V;+)G;+)t;+), 

V;-) + t;-)O;+) V;-) , 

Ki = Vi + V/liKi , 

(2.1a) 

(2.1b) 

(2.1c) 

where the quantities vt) and V; are related to the 
two-body potential operator (cf. Sec. I). 

The operators satisfying Eqs. (2.1) evidently cor
respond to the ordinary transition and reactance 
operators when the interaction does not contain a 
h.c.s When one has a h.c., then, as shown in Sec. I, 
the scattering problem can nonetheless be reduced 
to a solution of equations of the form (2.1) provided 
one carries out a suitable subtraction of the effects 
of the h.c. 

Let us consider Eq. (2.1a), satisfied by t;+), for 
the sake of definiteness. This equation is usually 
interpreted in one of two ways. First, one can re
quire that t;+) operate only to the left of free
particle states, Ii), which correspond to the reference 
energy E;. In this case the only matrix elements of 
l;+) which appear in (2.1a) are 

(2.2a) 

where I¥-';+» is the state of the system which satisfies 
the boundary condition of outgoing waves at in
finity, and If) denotes any free-particle state. On 
the other hand, one can allow t;+) to connect states 
of arbitrary energy. For this last alternative, a 
representation of the matrix elements of W) in the 
form (2.2a) is not possible. These two cases are 
quite distinct and give rise to integral equations 
which are different in nature. 

When t;+) is employed in the first sense given 
above, it will be referred to as a physical operator 
(because of its simple relation to the wavefunction 

6 B. Lippmann and J. Schwinger, Phys. Rev. 79, 469 
(1950). 

of the system). In the alternative case, W) will be 
called an unphysical operator. The same tenninology 
will also be applied to t;-) and K;, except that, for 
these operators, the appropriate counterparts of 
(2.2a) are 

(2.2b) 
and 

(2.2c) 

where I¥-'; -) > and I¥-' i > are the incoming- and standing
wave states, respectively. 

For the most part, we will confine ourselves to a 
study of the equations involving physical operators 
only. It will turn out that the unphysical case can 
be treated by a straightforward application of the 
formalism developed for the physical case. 

The integral equations for the partial-wave ampli
tudes corresponding to Eqs. (2.1a) and (2.1c) are8

,7 

( ) (+) k I ) + J dk,,~ t/ (k,lk,) = V; (, k; A k; _ k~ _ ie 

X V;+)(k,lk")t;+)(k,,lk;) , (2.3a) 
and 

- Ik) pi dk~k! ViCk, ; + A k; _ k~ 

X V;(k Ilk,,)K ;(k" Ik.), (2.3b) 

respectively.S Here, 

A = -(4M/7rn,z) , 

and M is the reduced two-particle mass. In Eqs. 
(2.3), t;+), K i, V;+), and Vi are finite-dimensional 
square matrices whose elements (the partial-wave 
amplitUdes) are functions of ki' k" and k". [See also 
the discussion following Eq. (2.5).] 

Equations (2.3) are obviously linear, inhomo
geneous integral equations of the second kind; how
ever, they are not Fredholm equations in the 
classical sense.9 Nevertheless, it can be shown1o

-
l2 

that the Fredholm theory can be applied to equations 
of the form (2.3a) under rather broad conditions on 
V;+) (k,lk,,), so that these are, in fact, Fredholm 
equations. 

6 A partial-wave analysis for the nucleon-nucleon case was 
carried out in 1. 

7 The limits on all integrals in this paper may be assumed 
to run from 0 to 00. 

8 In most of our subsequent work we will restrict ourselves 
to the operators t.(+) and K i. Completely analogous results 
hold for t.(-) and Kit. 

9 Cf. R. Courant and D. Hilbert, Methods of Mathematical 
Physics (Interscience Publishers, Inc., New York, 1953), 
Vol. I, Chap. 3, p. 112. . 

10 F. Smithies, Integral Equations (Cambridge Universlty 
Press, New York, 1958). 

11 R. Jost and A. Pais, Phys. Rev. 82, 840 (1951). 
12 A. Salam and P. T. Matthews, Phys. Rev. 90, 690 (1953). 
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On the other hand, the type of equation satisfied 
by Ki(k,\ki) is a genuine singular integral equation 
for which the Fredholm theory is not directly 
applicable. Unfortunately, there exists no extensive 
literature which is pertinent to (2.3b).13 However, 
it is important to distinguish the singular integral 
equations to be studied in this paper from those 
which frequently appear in field-theoretic cal
culations. H

•
15 

It is sometimes convenient to regard both Eq. 
(2.3a) and Eq. (2.3b) as singular integral equations. 
Evidently, the first can be transformed into an 
equation of the second type if one makes use of the 
identity 

(z - y ± ie)-1 = P(z - y)-1 =t= i7ro(z - y), (2.4) 

and simply regards t;+) (k; \k;) as part of the in
homogeneous term. Alternatively, one may use (2.4) 
to express (2.3b) in the form (2.3a). In fact, this is 
perhaps the simplest reduction of Eq. (2.3b) to a 
Fredholm form. However, this reduction leads to 
nothing new since it merely results in the expression 
of K;(kfik;) in terms of the Jost-Pais-Khurill. 16 

solution for W)(kf\k;) [ef. Eq. (1.15)], but, un
fortunately, the latter solution has not proved to be 
useful in practical calculations. 

The integral equations (2.3) are rather cumber
some to write out repeatedly. So, for the sake of 
simplicity as well as generality, we study instead 
a somewhat abstract equation which includes (2.3) 
as particular examples. Consider the integral 
equation17 

R(xiy) = f(xiy) + PJdz T(xiz) R(ziy) , (2.5) 
z-y 

where R(xiy), f(x\y), and T(xiz) are square 
matrices of finite dimensionality whose elements 
are complex-valued functions of the real variables 
x, y, and Z.lS It is assumed that, for all y (0 ~ y < ex», 

f(xiy), T(x\z), and [aT(xiz)jazL_. are continuous 
throughout the two-dimensional domain 0 ~ 

13 Equations of the form (2.3b) have also appeared in 
connection with calculations of pion-nucleon scattering in 
the Tamm-Dancoff approximation; see, e.g., F. J. Dyson, M. 
Ross, E. E. Salpeter, S. S. Schweber, M. K. Sundaresan, V. 
M. Visscher, and H. A. Bethe, Phys. Rev. 95, 1644 (1954). 

u Cf. R. Omnes, Nuovo Cimento 8, 316 (1958). 
16 A comprehensive treatise on the latter type is that of 

N. I. Muskhelishvili, Singular Integral Equations (P. Noord
hoff Ltd., Groningen, The Netherlands, 1953). 

16 N. N. Khuri, Phys. Rev. 107, 1148 (1957). 
17 Equations of the form (2.5), and therefore (2.3), apply 

to a large class of two-body scattering problems, both relativ
istic and nonrelativistic, for which the interaction Halniltonian 
is rotationally invariant [cf. I. F. Gol'fand, Soviet Phys.
JETP 4, 103 (1957)]. 

18 In general, T(xlz) also depends upon y. However, we 
will suppress this dependence in order to simplify the notation. 

(x, z) < (X) , and vanish for (x, z) -? ex>. Finally, 
we suppose that, except for certain discrete 1/, a 
continuous solution, R(xiy), of (2.5) exists which 
vanishes for x-? ex>. Most of the results to be 
derived hold for much weaker conditions on f and T 
and with R a member of a broader class of functions; 
the case considered, however, covers many physical 
situations. 

III. FREDHOLM REDUCTION 

It was noted in I that a customary technique for 
studying singular integral equations is to attempt 
to reduce them to a Fredholm form. For a given 
equation there is usually a variety of ways in which 
this reduction can be carried out, where the dif
ferences among reduction techniques are ordinarily 
only a matter of taste. Nevertheless, situations can 
conceivably arise when the different Fredholm forms 
of a given singular integral equation are inequivalent, 
for example, the solution of one of the possible 
Fredholm equations may not be unique. Also, a 
Fredholm form and its associated singular integral 
equation may not be equivalent, that is, the former 
may have solutions which are not solutions of the 
latter. Questions concerning the equivalence of dif
ferent Fredholm forms derived from a singular inte
gral equation, as well as the equivalence of a definite 
Fredholm form and the singular integral equation 
itself, are not trivial, but an adequate discussion 
of these would carry us too far afield. So, except for 
a somewhat brief discussion in Sec. IV, we shall 
ignore these problems and proceed in a formal 
manner. 

In the preceding section we indicated a simple 
method for reducing an equation of the type (2.5) 
to a Fredholm form. In addition, Goto and Machida 19 

have recently shown how to transform (2.5) into a 
Fredholm equation of the third kind. However, 
neither of these Fredholm reductions seems to have 
particularly interesting properties, although the 
second may be of some value in numerical calcula
tions. In the remainder of this paper we will confine 
ourselves to the type of reduction which was con
sidered in I; an improved version of this follows. 20 

Let us assume, for the moment, that the de
terminant of T(yiy) is nonvanishing, viz., 

det T(yiy) ;t. 0, (3.1) 

so that T- 1(yiy) exists. If we mUltiply Eq. (2.5), 

19 J. Goto and S. Machida, Prog. Theoret. Phys. Kyoto 25, 
64 (1961). 

20 The material in the following two paragraphs follows 
closely the treatment given in I, but is included for the sake 
of continuity of the subsequent development. 
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with x set equal to y, on the left by T(xly), where T'(xlz) = T(xlz)(z _ y)-l. (3.11) 

T(xlz) = T(xlz)T-1(ylz) , (3.2) When the expression (3.9) for R(yly) is employed 

and then subtract the resultant expression from (2.5) 
with x arbitrary, we obtain 

R(xly) = f'(xly) + T(xly)R(yly) 

+ J dzA(xlz)R(zly) , (3.3) 

where 

f'(xIY) = [f(xly) - T(xly)f(yly») , (3.4) 

and 

A(xlz) = [T(xlz) - T(xly)T(ylz»)(z - y)-l. (3.5) 

The y dependence of A(xlz) has been suppressed. 
The kernel A(xlz) is nonsingular; thus, Eq. (3.3) 

is a Fredholm equation of the second kind. The 
solution of (3.3) can then be written as 

R(xly) = f'(xly) + T(xly)R(yly) 

+ J dzffiy(xlz)[f'(zly) + T(zly)R(yly)], (3.6) 

where ffi.(xlz) is the resolvent corresponding to the 
kernel A(xlz). The resolvent satisfies 

ffiy(xlz) = A(xlz) + J dsA(xls)ffiy(slz) 

in (3.6), it is found that 

R(xly) = '1(xly) + r(xly) 

X [T(yly) - P J dzT'(ylz)r(zly) Jl 
X P J dzT'(ylz)'1(zly)· (3.12) 

We have observed earlier that equations of the 
type (2.3a) can be put into the form (2.3b). This 
was done in order to include (2.3a) in the representa
tion (2.5). Actually, we see that this is unnecessary, 
since all of the preceding discussion remains valid 
if P(z - y)-l is replaced by (z - y ± ie)-l. Indeed, 
the kernel, A(xlz), and therefore the resolvent, 
ffiy(xlz) , remain unaltered by this change, since 

[(z - y)A(xlz»)._y = 0 

for all x. 
A particularly simple, special case of Eq. (2.5) 

arises when 

f'(xly) = 0, (3.13) 

whereupon it follows from Eqs. (3.6) and (3.9) that 

R(x Iy) = rex ly)T-\y ly)R(y Iy) , (3.14a) 

= A(xlz) + J ds<Ry(xls)A(slz). (3.7) R(xly) = rCxly{ T(yly) 

It is clear from Eqs. (3.5) and (3.7) that 

ffiy(y Iz) = 0 

for all z. 

(3.8) 

Now, if the solution (3.6) is substituted into the 
integral of Eq. (2.5), and x is set equal to y, the 
resultant equation can be solved for R(yly) to yield 

R(yly) = f(yly) + T(yly) 

X [T(yly) - P J dzT'(ylz)rCzly) Jl 
x P J dzT'(Ylz)l)(zly) , (3.9) 

where 

'1(xly) = f(xly) + J dzffiy(xlz)t(zly) , (3.10a) 

r(xly) = R(xly) + J dzffiy(xlz)T(zly) , (3. lOb) 

and 

- P J dzT'(ylz)rCzly) J1f(yly). (3.14b) 

The integral equations of interest [Eqs. (2.1) and 
(2.3)] satisfy (3.13) as well as 

f(xIY) = c(y)T(xly), (3.15) 

where the factor of proportionality, c(y), has no 
matrix structure. Henceforth, we will restrict our
selves to the case when (3.15) [and therefore also 
(3.13)] holds. 

The fact that we can limit ourselves to those 
situations for which Eqs. (3.13) and (3.15) are valid 
is a direct consequence of the unified treatment of 
the scattering integral equations, both with and 
without a h.c., as presented in Sec. 1. The result 
is a considerable simplification of the corresponding 
discussion given in 1. 

The preceding formalism was developed under the 
assumption that T-1(yly) exists. However, if we 
refer to Eq. (3.14b), we see that this relation appears 
to be well defined even if T-1(yly) does not exist, 
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and it is not unreasonable to expect that the formal
ism is valid independently of whether (3.1) is 
satisfied. We will investigate this point further in 
the next section. 

IV. UNIQUENESS AND SINGULAR BEHAVIOR 

Now, given Eq. (3.15), Eq. (2.5) becomes 

R(x/y) = c(y)T(x/y) + p J dzT'(x/z)RCz/y) , (4.1) 

which can be reduced to the form (3.14a) where 

r(x/y) = T(x/y) + J dzA(x/z)r(z/y). (3. 10 c) 

By construction, any solution of (4.1) satisfies Eqs. 
(3.14a) and (3.1Oc); however, the converse is not 
necessarily true.21 This situation is characteristic 
of the general reduction of a singular integral equa
tion to a Fredholm form. In this context, it is 
interesting to point out that it is impossible to show 
that R(x/y) satisfies (4.1) if one is given only 
(3.14a) and (3.1Oc). 

In Sec. III we have implicitly assumed that the 
solutions of (4.1) and (3.lOc) exist, and, moreover, 
that these solutions are unique. Under these con
ditions the solution of (4.1) is simply 

R(xly) = c(y)r(x/y{ T(y/y) 

- p J dzT'(y/z)r(z/y) JIT(y/y). (4.2) 

If our basic equations of scattering theory are at 
all physically meaningful, we may expect that the 
assumptions of existence and uniqueness are usually 
justified, and therefore, except for definitely singular 
types of physical phenomena, the solution (4.2) is 
applicable. In this section we will be concerned with 
the behavior of (4.2) as one approaches a "singular 
point," e.g., a point, y, where the solutions of (4.1) 
or (3.lOc) are not unique, or (possibly) where 
T- 1(y/y) does not exist. In other words, we wish 
to investigate some of the circumstances under which 
the representation (4.2) may fail. 

A necessary and sufficient condition for a solu
tion of Eq. (4.1) to be unique is that the homo
geneous equation 

Ro(x/y) = p J dzT'Cx/z)RoCz/y) (4.3) 

have no nontrivial solution. It is clear that (4.3) 
can be reduced to the form (3.14a), 

21 For example, the solution of (3.10c) may not be unique. 

Ro(x/y) = r(x/y)T-1(y/y)Ro(Y/Y) , (4.4) 

where r(xly) satisfies Eq. (3.lOc). Let us assume, 
first, that a solution of Eq. (3.lOc) exists and that 
it is unique. Then, a solution, Ro(x/y), of (4.3), 
not identically zero, exists if and only if 

T-1(y/y)Ro(Y/Y) ~ O. (4.5) 

We find from Eqs. (4.3) and (4.4) that 

B(y)Ro(Y/Y) = 0, (4.6) 

where 

B(y) = A(y)T-1(y/y) , (4.7a) 

and 

A(y) = T(y/y) - p J dzT'(ylz)r(z/y). (4.7b) 

It is evident from (4.6) that a nonzero Ro(yly) 
exists if and only if B-1(y) does not exist. 

Now, suppose a nontrivial solution of (4.3) exists; 
then from (4.3) and (4.4) we have22 

r(xly) = p J dzT'(xlz)r(zly) , (4.8) 

whence A(y) vanishes, so that, from Eqs. (4.7), 
B-1(y) will not exist, independently of the nature of 
T-\yly). On the other hand, the nonexistence of 
B- 1(y) implies that A -\y) does not exist, since 
T(yly) has already been assumed to be well de
fined; hence, by Eqs. (4.6) and (4.7a), there is a 
nonzero solution for T-1(y/y)Ro(yly), and so a 
solution of (4.3) exists. Thus, a necessary and 
sufficient condition for the existence of a solution of 
(4.3) is that A -ley) or B-I(y) not exist. 

Let us study next the compatibility of the existence 
of solutions of (4.3) with the validity of the repre
sentation (4.2). We deduce from Eqs. (4.1) and 
(3.14a) that 

B(y)R(y/y) = c(y)T(y/y). (4.9) 

If a solution of (4.3) exists, A(y) vanishes; then, 
(4.9) [and hence (4.2)] cannot be satisfied for finite 
R(yly), unless T(y/y) is equal to zero. But when 
T(y/y) vanishes, we see from (4.2) that, in general, 
R(xly) will not be defined unless r(x/y) also vanishes. 
Thus, except for the trivial case when r(x\y) = 0, 
the representation (4.2) fails when (4.3) admits of 
a nontrivial solution. 

The form (3.14a) for R(x/y) is meaningful only 
if the product, 

T-1(yly)R(y/y) = c(y) A -l(y)T(y/y) , (4.10) 
---

22 Note that Eq. (4.8) is compatible with Eq. (3.1Oc). 
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is well defined. However, it is evident from (4.10) 
that, if the solution of Eq. (4.1) is unique [so that 
A -ley) exists], the product T-I(yly)R(yly), and there
fore R(xly), is defined independently of the existence 
of T- 1(yly). Also, the nonexistence of T- 1(yly) im
plies that R-1(yly) does not exist [unless, of course, 
R(yly) does not exist]. 

We now consider some consequences of the non
existence of t(xly). If a solution of Eq. (3.lOc) is 
unique, it can be expressed in the form (3. lOb) 
in terms of the Fredholm resolvent CR.(xlz), which 
can, for any particular point y, be written as12

•
23 

CR.(x/z) = [1/D(y)]N.(xlz); (4.11) 

D(y) does not have a matrix structure and is such 
that the solution of Eq. (3.10c) is not unique if 
and only if 

D(y) = O. (4.12) 

As one approaches a point, y, where (4.12) holds, 
Eq. (4.2) becomes 

R(xly) = -c(y{J dzN.(xlz)T(zly) ] 

X [1 ds 1 dzT'(y/z)N.(zls)T(sly) JIT(yly), (4.13) 

which is generally well defined; in particular, 

R(yly) = 0, for D(y) = 0, (4.14) 

where we have used Eq. (3.8). We see then that any 
singularities of the solution of (3.1Oc) as given by 
(3.lOb) do not necessarily give rise to a singular 
behavior in the solution R(xly). In fact, the only 
unusual property of R(xly) in this case is (4.14). 

On the other hand, let us assume that R(yly) 
vanishes. Then from (4.9) we have 

B-1(y)T(yly) = o. (4.15) 

When T- 1(yly) exists, Eq. (4.15) can be satisfied 
only if B(y) does not exist. Since T(yly) is assumed 
to be well defined, the nonexistence of B(y) implies 
[ef. Eqs. (4.7)] that the integral 

p 1 dzT'(ylz)t(zly) 

does not exist. It seems unlikely, with the type of 
functions T(ylz) which arise in typical physical 
problems, that the preceding integral will diverge 
unless r(zly) does not exist. If this is the case, we 
conclude that the vanishing of R(yly) together 
with the existence of T-1(yly) implies that the 
solution of (3.1Oc) is not unique. 

23 See reference 10, p. 88, and also J. Hamilton, Phys. Rev. 
114, 1170 (1959). 

It is interesting to inquire whether or not t(xIY) 
is defined when T-\yly) does not exist. At first, 
one might think that t(xly) will be singular in this 
instance since, then, A(xlz) does not exist [ef. 
Eq. (3.5)]. Actually, examples can be found in the 
theory of Fredholm equations in which the presence 
of an infinite parameter in the kernel does not 
necessarily preclude the existence of noninfinite 
solutions.24 In the final analysis, to reach any definite 
conclusion concerning the effect of the nonexistence 
of T-\yly) on t(xly), it is necessary to consider 
in detail the explicit Fredholm solution for t(xly). 

It is clear that the entire discussion of this section 
to this point remains valid if P(z - y)-l is replaced 
by (z - y ± if) -I. Hence, all of our conclusions 
will apply equally well to the equations satisfied 
by W)(k,lk i) and Ki(k,lk i). With this in mind, 
it is interesting to transcribe some of our results 
into a somewhat more physical language. It should 
be remembered that T(xlz) corresponds essentially 
to V~+)(k,lk,,) [or Vi (k,lk,,)], that is, the potential 
matrix [cf. Eqs. (2.3) and (2.5)]. 

When a partial-wave amplitude of the Ki matrix 
is infinite for real positive ki' it is well known that 
this corresponds to a resonance in the angular
momentum state in question. Therefore, the lack 
of uniqueness of solutions of the singular integral 
equation for Ki(k,lk i) corresponds to a resonance. 
This connection is by no means obvious, nor is it 
analogous to what one finds for the t~+) (k,lki) 
equation,t6 since the integral equation for Ki(k,lk i) 
is in no sense a Fredholm equation. 

The situation is different for the W) matrix, since 
for a wide variety of two-particle potentials (without 
a h.c.), the poles of W)(k,lk i ) appear only when 
k i is complex; however, there is little in our formalism 
which needs to be modified if k i (i.e., y) is allowed 
to become complex. It has been shown by Khuril6 

that those singularities of the t;+) matrix which 
occur for k i on the positive imaginary axis, and hence 
correspond to bound states, coincide with the nonu
niqueness of solutions of the equation for t;+) (k,lk,). 
This last, of course, is compatible with our results. 

Next, if the inverse of the potential matrix, 
Vi(kilk i) [or V!+)(kilk i»), does not exist, we know 
that either Ki(kilk i ) [or W)(kilk i)] does not exist, 
or else K~l(kilki) {or [t;+)(kilkiW1j does not exist. 
In the former case, we interpret the singularity 
as being indicative of a phenomenon such as a 

~ For instance, one may consider the case of a separable 
kernel which contains a parameter as a mUltiplicative factor. 
It is easily shown that the resolvent corresponding to such a 
kernel is a rational function of the parameter, and so need not 
diverge for infinite values of the latter quantity. 
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resonance or a bound state. In the latter case the 
physical implication is not entirely clear. However, 
if K,(k,lk,), say, has no matrix structure (as in the 
case in singlet-state scattering), the latter alternative 
implies that K,(k,\k i ) vanishes. Some implications 
of the nonexistence of X-;l(kilki) and [t;+)(k i lkJr 1 

when these quantities have a matrix structure are 
discussed in the next few paragraphs. 

Let us assume that W)(k,lk i ) is a partial-wave 
amplitude of the transition operator t;+), where the 
latter is related to the scattering operator, S" by5 

S, = 1 - 21fio(E, - Ho)t;+). (4.16) 

In partial-wave notation, Eq. (4.16) becomes 

S,Ck i ) = 1 + ill'Xk,t;+)(k i lk i). (4.17) 

For the sake of simplicity, we consider only the case 
when t;+)(kilk,) is a 2X2 matrix; this corresponds, 
of course, to triplet-state nucleon-nucleon scattering. 
We also assume that the scattering is time-reversal 
invariant so that S,(k,) is a symmetric matrix. 
Then, since S, is unitary, we can express S,(k,) 
in the standard manner25 in terms of the real quanti
ties 01, 02, and E, where the o's are the eigenphase 
shifts and E is the mixing parameter. 

The inverse of t;+)(k,lkJ does not exist if and 
only if 

(4.18) 

In view of Eq. (1.15), Eq. (4.18) implies that the 
inverse of K,(kilk,) does not exist and vice versa; 
a similar relationship exists between t;+)'(k,lk i ) 

and KHk,!k,).26 Thus, in an investigation of the 
implications of the nonexistence of the inverse 
matrices, it is sufficient to consider only W) (k. Ik.) 
and t!+)'(kilk i); the former (latter) is of interest 
with respect to the Fredholm formalism when the 
interaction does not include (includes) a h.c. 

Using the above parametric representation for 
SiCk,), we find, with the aid of (4.17), that Eq. 
(4.18) leads to 

(4.19) 

Equation (4.19) is satisfied only when 01 and/or 02 
is equal to an integral mUltiple of 11'. 

If t;+J'(kilk,) does not possess an inverse, we must 
have 

det [Si(k i ) - S~(ki)] = 0, (4.20) 

where S~ is the S, operator for pure h.c. scattering. 

2& J. M. Blatt and L. C. Biedenharn, Rev. Mod. Phys. 
24. 258 (1952). 

26 See Sec. I for the definitions of t,(+l' and K' ,. 

We note that S:(k,) can be expressed in terms of the 
two real (h.c.) phase shifts, o~ and 0;. Equation 
(4.20) then yields 

e2ih'(ii •• , _ ~) = (e2ia,'~* - 1), (4.21) 

where 

(4.22) 

and 
A 2 + (. 2) 2.0,'-&,') 
'-l = cos E SIn E e . (4.23) 

In contrast to (4.19), Eq. (4.21) is equivalent to 
two equations in three unknowns (o~, 0;, and e). 
Therefore, we expect an entire family of nontrivial 
solutions whose physical significance, however, is 
not clear. 

We have established, at least in the one- and two
channel cases, what appear to be meaningful rela
tions between the partial-wave amplitUdes of the 
potential and transition matrices. These relations 
may be of some use as consistency requirements 
in attempts to reproduce the two-body scattering 
parameters by means of a (semi) phenomenological 
potential. 

V. UNPHYSICAL OPERATORS 

Let us now examine Eqs. (2.1) when no limitation 
is placed upon the vector space in which t;·' and K, 
operate; these unphysical operators are of particular 
importance in the theory of mUltiple scattering.3 

It will suffice to consider Eq. (2.la) with V;+l re
placed by U;+l', and t;+l by t;+)', viz., 

t;+)' = Vi+)' + Vi+l'Gi+lt;+l'. (1.11) 

Equation (1.11) can be solved27 for U;+)' to yield 

Vi+ J ' = t;+"[l + G;+lt;+l'r1 

= [1 + tj+)'Gt)r1t;+l'. (5.1) 

The last equality in Eq. (5.1) implies that t;+>' also 
satisfies 

(5.2) 

Similarly, we note that 

K~ = O~ + O~(j.K~ = O~ + K~(j;O~. (5.3) 

On the other hand, if we define [cf. Eq. (1.6)] 

(5.4) 

it can be deduced, in the manner of Sec. I, that 

t~-)' = U;+)' + tt" G;+l U;+)' . (5.5) 
----

27 This is not possible when t,(+)' is interpreted as a physi
cal operator. 
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Comparing Eqs. (5.2) and (5.5) we see that when the 
transition operators are employed in the unphysical 
sense there is no distinction between the so-called 
outgoing and incoming operators.28 

The characteristic feature of the unphysical scat
tering operators is that they satisfy two integral 
equations, for example, Eqs. (1.11) and (5.2). Let 
us study these two equations after an appropriate 
partial-wave analysis has been carried out. In ac
cordance with the methods of Secs. II-IV, we then 
need to consider 

where 
rT(xlw) = T-1(xly)T(xlw). (5.10) 

It remains to determine R(ylw). 
Now, from (5.6b) we have, for x = y, 

R(ylw) = c(w)T(ylw) + pJdzR(ylz) T(zlw) . (5.11) 
z-y 

This is precisely the sort of equation one obtains 
when the integral equations for the physical partial
wave amplitudes of t~-l and K; are considered. 
Equation (5.11) can be reduced to 

R(xlw) = c(w)T(xlw) + PJdZ T(xlz) R(zlw) , 
z-y (5.6a) J 

R(ylw) = R(yly)rT(ylw) + dzR(ylz)AT(z/w) , (5.12) 

and 

R(xlw) = c(w)T(xlw) + pJdzR(xlz) T(zlw). (5.6b) 
z-y 

All of the notation employed in Eqs. (5.6) has been 
explained before. However, in the present case it 
is necessary to emphasize that, besides T(xlw), 
the quantity R(xlw) depends implicitly upon the 
parameter y.29 Finally, all the work to follow will 
apply with equal validity if P(z - y)-l is replaced 
by (z - y ± if) -\ for reasons which have been 
elaborated upon previously. 

In the following development, we find a repre
sentation of R(xlw) which corresponds to a gener
alization of (4.2). If we use the techniques of Sec. III, 
the integral equation (5.6a) can be reduced to the 
Fredholm form 

R(x/w) = r(xly)R(ylw) + J dZA(xlz)R(zlw) 

+ c(w)[T(xlw) - r(xly)T(ylw)]. (5.7) 

Let us define r(xlw) as the solution of the integral 
equation 

r(xlw) = T(xlw) + J dZA(xIz)r(zlw), (5.8a) 

so that 

r(xlw) = T(xlw) + J dz<Ry(xlz)T(zlw). 

Equation (5.7) can then be rewritten as 

R(xlw) = r(xly)T-1(yly)R(ylw) 

(5.8b) 

+ c(w) [r(xlw) - r(xly)rT(ylw»), (5.9) 

28 In this context it is interesting to note that r,<-)t =-
r. (+ " and therefore 'Y' <-It = 'Yi (+l. 

29 The variable y is related to the reference energy E, in 
Eqs. (1.11) and (5.2). 

where 

AT(zlw) = [T(zlw) - T(zly)rT(ylw)](z - y)-l. (5.13) 

We define a quantity rT(xlw) as the solution of 
the integral equation 

(5.14a) 

If CR~(zlw) denotes the resolvent corresponding to 
the kernel AT(zlw), we can then write 

rT(xlw) = T(xlw) + J dzT(xlz)CR~(zlw). (5. 14b) 

The functions r(xlw) and rT(xlw) are not inde
pendent. On comparing Eqs. (3.5) and (5.13), we 
see that 

(w - Y)A(xlw) = (x - y)AT(xlw). (5.15) 

Hence, 

(w - Y)CRy(xlw) = (x - y)CR~(xlw). (5.16) 

Thus, if CR,,(xlw) [and therefore r(xlw)] are known, 
rT(xlw) is also known by virture of Eqs. (5.14b) 
and (5.16). 

Now it is clear that 

R(ylw) = R(yly)T-1(yly)rT(ylw). (5.17) 

Inserting the expression (5.17) for R(ylw) into 
Eq. (5.9) and making use of Eqs. (3.7), we finally 
obtain 

R(x Iw) = rex ly)T-1(y ly)R(y ly)T-1(y Iy) rT (y Iw) 

+ c(w)(w - y)CRy(xlw). (5.18) 

The quantity R(yly) can be expressed, equivalently, 
in terms of either r(xly) [cf. Eq. (4.2)] or rT(ylx). 
Equation (5.18) represents the solution of Eqs. (5.6) 
for R(xlw) in the same sense as does Eq. (4.2) for 
R(xly)· 
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We observe, by comparing Eq. (4.3) (and the 
ensuing discussion) with Eq. (5.6a) for c(w) = 0, 
that the conditions for a solution of Eq. (5.6a) to 
be unique are the same as for the R(xly) defined by 
Eq. (4.1). Also, we see, on applying (4.10), that 

T- 1(yly)R(yly)T- 1(yly) = c(y) A -ley). (5.19) 

Thus, the product on the left-hand side of (5.19) 
is defined unless R(yly) itself is not uniquely defined. 

One significant difference between R(xlw) and 
R(xly) is evident when r(xly), and therefore 
(R~(xlz), is not defined. While we noted in Sec. IV 
that R(xly) is generally well defined even if r(xly) 
does not exist, it is apparent from Eq. (5.18) that 
this is not the case for R(xlw). In fact, we expect 
R(xlw) not to be defined when r(xly) does not 
exist. Since there seems to be no physical basis for 
such singularities for real y, we are led to conjecture 
that the singularities of r(xly) lie off the real yaxis. 

VI. CONSTRUCTION OF APPROXIMATE SOLUTIONS 

We now consider some approximate methods for 
solving the integral equation (3.10e) for r(xly). 
The object of such methods is to find suitably 
accurate forms for the resolvent <Ruexlz). Once we 
have the latter, it is evident from the work of the 
preceding section that we can also calculate the 
functions r(xlw) and rT(xlw). In this way, we can 
ultimately determine both R(xly) and R(xlw). 

There exist two basic methods for solving the 
Fredholm equation (3.10c). First, one may employ 
the standard Fredholm series solution;lO however, 
its application is usually impractical unless the 
iteration (Neumann) solution is valid. In I, this 
iteration solution was investigated for the case of a 
square-well potential and was found to be un
reliable, at least for well parameters characteristic 
of the nucleon-nucleon force. 

A second method is to approximate the kernel 
A(xlz) by a (finite) series of separable functions, viz., 

" 
A(xlz) ~ 2: f,(x)g,(z). (6.1) 

i-I 

With the replacement (6.1), Eq. (3.10c) can be 
solved exactly in closed form. The remainder of this 
section will be devoted to the study of the possibility 
of making the approximation (6.1). 

Our principal guide for constructing approximate 
solutions is the property (3.8) of the resolvent, i.e., 
we stipulate that any approximate resolvent must 
satisfy (3.8) in order that r(xly) be exact for x = y. 
Therefore, if we replace A(xlz) by a new (approxi-

mate) kernel, Ao(xlz), we demand that: (i) Ao(xlz} 
vanish for x = y. 

Obviously, Ao(xlz) must be a Fredholm kernel 
and so we require that: (ii) Aixlz) be well defined 
for all (x, z) and, in particular, for z = y. Finally, 
we specify that: (iii) Ao(xlz) have the same asymp
totic properties as A(xlz) for (x, Z)-Hx). These 
three conditions appear to exhaust the possibilities 
for prescribing the general requirements to be im
posed on the kernel Aa(xlz). 

The principal difficulty in obtaining an approxi
mation for A(xlz) is the fact that the domain of 
each of the independent variables is infinite. One 
can always transform to a finite domain, but this 
sometimes introduces singularities into the kernel. 
Actually, we will employ such a transformation, 
but only as a heuristic device. 

Let us rewrite A(xlz) in the form 

A(xlz) = [r(xlz) - r(xly)]T(ylz)(z - y)-l. (6.2) 

We then make the change of variables 

i = y(x + y)-l, 

and set 

rexlz) = f(ilz). 

(6.3) 

(6.4) 

If we assume that f(ilz) can be expanded in a 
power series about the point z = t (corresponding 
to z = y) in the range 0 < z ::; 1, and for all x, 
we find 

A(xlz) = (-I-){f [a(nlf(xlz)/aZ<nlh_! 
z - Y n~l 

X (~~t (2tz ~ ~)r}T(Ylz). (6.5) 

Since 
f(tlz) = 1 

for all z, it is clear that in any domain of z for which 
f(xlz) is analytic, 

[aCnlf(xlz)/az<nl]i_t = 0 (6.6) 

for all n ~ 1. Therefore, condition (i) is satisfied 
for each term of the expansion (6.5). 

Also, if our expansion is at all valid, it follows that 
condition (ii) holds for each term in the series (6.5). 
Moreover, we note that every term except the first 
vanishes for z = y, i.e., on the energy shell. 

Condition (iii) cannot be verified unless we specify 
the nature of T(xlz); however, in view of Eqs. (6.2) 
and (3.2), it is reasonable to assume that the behavior 
of A(xlz) as z~co is determined solely by the 
factor T(ylz)(z - y)-l. If this is the case, then 
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each term in (6.5) retains this asymptotic property. 
A similar type of argument leads us to expect that 

[a(n) f(xlz)/az(n) ]i-t 

vanishes like T(xlz) as x~ co. 

In virtue of the preceding arguments, we conclude 
that each term of the expansion (6.5) satisfies con
ditions (i)-(iii). This series may therefore be cut off 
after any finite number of terms, and one will still 
be left with a kernel of the form (6.1) which fulfills 
the requirements (i)-(iii). 

It is evident that the series (6.5) is valid provided 
T(xlz) is analytic in that domain of z given by 

I(z - y)/(z + y) I ::; 1. 

The question of whether r(xlz) is analytic in z in 
this domain can be answered only if T(xlz) is 
specified. It is most likely that T(xlz) has singulari
ties where T-\ylz) does not exist. However, in 
this connection, it is interesting to note that, if 
one solves (3.1Oc) with Aa(xlz) consisting of a 
finite number of terms of (6.5), one obtains a solution 
which is generally well defined, even if T-l(yly) 
does not exist. This suggests that (6.5) may be useful 
in providing an asymptotic expansion for A(xlz), 
though the complete series may not converge. 

A special case of the separable-kernel method is 
simply to take Aa(xlz) to be identically zero. The 
new kernel clearly satisfies conditions (i) and (ii) 
and possibly (iii). The resultant approximation for 
t(xly) was investigated in I for a square-well po
tential (without a h.c.) and was found to be fairly 
accurate for x in a rather large neighborhood about 
y. Also, it can be shown that this approximation, 
when employed in (4.2) with x=y, is equivalent 
to the choice of a plane or h.c. wavefunction, which
ever is appropriate, as a trial function in a variational 
principle for R(yly) of the type first derived by 
Schwinger. 30 ,31 

The accuracy of the representation of t(xly), 
which is obtained by retaining only the first term 
of (6.5) was also investigated in I, once again for 
the case of a square-well potential without a h.c. 
It was found that the agreement between the t(xly) 
calculated in this manner and the exact value was 
excellent. 

We have not been able to find any method other 
than the preceding technique for constructing a 

30 J. Schwinger, Lecture Notes on Nuclear Physics, 
Harvard, 1947 (unpublished). 

31 A generalizatIOn of this variational principle which is 
valid when one has a h.c. follows from the formal identity of 
the integral equations for t.(+)' and K'i to those for t;(+) and 
K" respectively, when the latter quantities are defined for an 
interaction without a h.c. 

separable-kernel approximation which satisfies con
ditions (i)-(iii). It may well be that other procedures 
will suggest themselves for particular forms of 
T(xlz). 

VII. EXTENSION OF THE FREDHOLM FORMALISM 

All of our work up to now concerning the Fredholm 
method has been confined to those equations satisfied 
by the partial-wave amplitUdes of the various scat
tering operators. A question which naturally arises 
is whether or not this technique can be applied 
directly to the integral equations for the momentum
space representatives of these operators. 

Now, the momentum-space representatives are 
determined by three-dimensional integral equations 
in contrast to the one-dimensional equations for 
the partial-wave amplitudes. However, the singu
larity in the kernel involves only one variable, 
namely, the magnitude of the momentum. Thus, a 
Fredholm reduction which treats all three variables 
is unnecessary. Also, although one can formally 
reduce Eqs. (2.1) to Fredholm forms in the manner 
of Sec. III, one is led to terms containing inverse 
operators, e.g., the operator generalization of T(xly). 
But, in actual practice, the only convenient way 
available for evaluating such terms is by means of a 
partial-wave analysis. So, in the end, one is led 
right back to considering the partial-wave ampli
tudes. This conclusion also implies that the applica
tion of the Fredholm technique to the many-body 
scattering problem is impractical. 

APPENDIX: HARD-CORE OPERATORS 

The quantities wt) and rt) are defined in terms 
of their coordinate representatives as 

oCr - a) 
a2 

(
2l + 1) g;*>Calr') , 

X ~ ~ g;=)(ala) Pl(r·r ), 
(AI) 

(rlr;-") Ir') = oCr - a)~(r' - a) 

X :E (21 + 1) Pl(r·r') 
I 4'11' gt)(a\a) , 

where r is the relative position vector of the two 
particles and a is the h.c. radius32

j Pl(r·r') is the 
Legendre polynomial which is a function of the 
cosine of the angle between rand r'. The radial 
Green's functions, gt)(rlr'), are given by 

32 The h.c. radius is, in general, a function of both the total 
ordinary- and isotopic-spin quantum numbers. 
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X {iz(kir')h~l) (kir) , 

jz (kir)h~l) (kir') , 

r > r', 

r < r', 
(A2) 

where iz is the spherical Bessel function, and h~l) 
is the spherical Hankel function of the first kind. 

The h.c. operators Wi and I'i are obtained from 
the expressions (AI) for w~·) and rt), respectively, 
by replacing gt) (rlr') by 17z(rlr'); iiz(rlr') , in turn, 
is determined from (A2) by substituting nz for 
(-i)hl 1

), where nz is the spherical Neumann 
function. 

It can be verified with the aid of the coordinate 
representatives (AI) that the h.c. operators satisfy 
the following identities33

: 

_t G--Wi = iri, 
.. We note that G,<-) = G,<+)t. 

(A3a) 

(A3b) 

(A4a) 

(A4b) 

(A5a) 

(A5b) 

(.) - . - (E H) (.) r i = r i T ~1rriO i - 0 r i , 

w:*) = Wi T i1rI'iO(Ei - Ho)[l + w;*']. 

(A6) 

(A7) 

Contrary to the statement made in the Appendix 
of I, none of the preceding relations is restricted in 
any way with respect to the states on which it 
operates. 

More generally (see reference 4), one needs also 
to introduce the operators 'Yt) which are defined by 

(rll + Gt)'Y;-) Ij) 

= (rll + G;*)rt) Ii), 

= 0, 

Irl ~ a, 

Irl < a, 
(A8) 

where Ii> is any eigenstate of Ho. A corresponding 
expression for 1i is obtained from (A8) by deleting 
the superscripts (±) and placing a bar over all 
operators. The definition (A8) for the 'Y's appears 
quite naturally when the method of I for applying 
the h.c. boundary conditions is adapted to the 
representatives, (r In~+) Ii), of the wave operator 
n!+), for example. The difference between the 'Y's 
and the r's has been stressed by Brander· who, by 
considering the h.c. as a limiting case of a repulsive 
square-well potential, has obtained an explicit form 
for the partial-wave amplitudes of 'Y;+) . 
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Unified Variational Formulation of Classical and Quantum Dynamics. II 
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In a previous article in this series [E. M. Corson, J. Math. Phys. 4, 42(1963); herein referred to as 
I), we showed that a new variational principle, of Lagrangian structure, includes Hamilton's principle 
as a unique derived consequent and encompasses both the classical and quantal definitions of "state" 
and the corresponding Lagrangian and Schrodinger equations of motion, respectively. In this theory, 
the essential difference between classical and quanta! domains was shown to arise solely from the 
superadded postulates of determinism vs indeterminism; other than this, the two basic postulates 
may be reduced to (a) Newton's equations and (b) the new variation principle. 

It was shown that in the quantal domain, Schrodinger's equations obtain for the transition ampli
tudes (propagators) between pure eigenstates of homologous variables in configuration space, at 
different times, thus clearly implying all the results of conventional Hamiltonian-operator quantum 
formalism. In the present article we show that our variational formulation, under the familiar classical 
canonical transformation to momentum space, also automatically leads to the corresponding Schrii
dinger equations for the transition amplitudes between pure eigenstates of homologous variables in 
momentum space, at different times, the unitarity of the formalism and the reciprocal Fourier integral 
relations between coordinate and momentum representations. Thus we bridge a long-standing gap 
in theory and derive, uniquely and apparently for the first time, the basic quantum commutators 
(P.B.'s) which are postulated in the more familiar Hamiltonian theory. 

1. THE COORDINATE-SPACE FORMULATION 

FOR convenience of reference, as well as logic and 
symmetry of presentation of the theoretical de

velopment, we start again from the coordinate form 
of our variational postulate: To any path (more 
generally, history or process), geometrically con
sidered, between the points PI and P 2, we assign 
the dynamical phase characteristic exp (is / h) . 

latter is not a functional of path but merely a func
tion of the end points X2t 2; Xltl which are arbitrary 
but fixed under the variation considered, so that the 
variation is identically zero. Hence, 

f· .. f exp (is [x ]/h) IT dx (T) 
h 

(3) 

We take as our sole variational postUlate [cf .. where N is a constant, and conventional notation of 
Eq. (I') infra.], I: quantum mechanics is used to facilitate interpreta-

o 1: exp (iSr/h) = 0, (1) tions and discussion. From the known properties 
rEC of the left-hand side of Eq. (3)/ the notation 

where 11' E C denotes the set of paths contained in 
the class of paths considered. The two obvious 
extreme cases are: 

(a) Classical (deterministic or definite path case): 

o exp (is/h) = o. (2a) 

Hamilton's principle, oS = 0, is implied and the 
usual basic classical concept of state and Lagrange 
equations of motion follow. 

(b) Quantal (indeterministic or indefinite path 
case): 

o 1ft; exp (is/h) = 0 f· . .J exp (~ {O L[x( T)) dT) 

I, 

(X2t2 I Xltl) is appropriate and the usual basic quantal 
concept of state and Schrodinger equations of motion 
follow. 

We note again that we may also take the alterna
tive, and physically more suggestive, basic varia
tional postulate, II: 

(I') 

In the quantal domain this alternate form makes no 
essential difference but in the classical domain 
Hamilton's principle appears now as a unique, de
rived consequent. 

2. THE MOMENTUM-SPACE FORMULATION 

X II ax (T) = o. (2b) It is well known that the terminology "coordinate" 
I, variable or "momentum" variable is a relative de-

Since all paths, including all possible variations, are scription, with respect to canonical transformations, 
already included in 1: exp (is/h), it follows that the IE. M. Corson, J. Math. Phys. 4, 42 (1963). 
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and the dynamical roles of the two sets of variables 
are readily interchanged. Moreover, on familiar 
grounds of symmetry, we certainly may expect all 
the results of the preceding section to reappear in 
momentum-space form. Indeed, we shall see that 
the familiar, though rarely used, classical canonical 
transformation to momentum space also auto
matically leads to the corresponding Schrodinger 
equations for the transition amplitudes between pure 
eigenstates of homologous momentum variables, at 
different times, as well as the reciprocal Fourier 
integral relations between coordinate and momen
tum representations. Thus, we derive uniquely, and 
apparently for the first time, the basic quantum 
commutators (P. B.'s) which are postulated in the 
more familiar Hamiltonian operator theory. The 
general role of operators, eigenstates, etc., now may 
be viewed as a purely mathematical issue. This is 
also the case with respect to physical applications 
where the conventional formalism remains, at pre
sent, the technique of choice because the mathe
matical structure is better known and developed, 
whereas the theory of function space integration 
as such, is still in process of development. 

We now make the indicated canonical transforma-
tion to momentum variables: 

The essential step here is to realize that the 
symbolic sums require interpretation in terms of 
different spaces-coordinate or momentum space-
and conversely, on the two sides of Eqs. (5a) and 
(5b), respectively. This is clear from several points 
of view but most immediately evident from the 
simple fact that in Eq. (5a), for example, the left~ 
hand side is merely a function of coordinates and 
times, x2tZ; Xltl; hence, the momentum variables on 
the right-hand side must integrate out. The same 
remarks hold, symmetrically, if we start from the 
equivalent converse form (5b). 

On a deeper theoretical level, one realizes (cf. 
infra.) that the symbolic sums over all paths or 
histories, when coupled with our exponential action 
form, in the space of the relevant dynamical vari
ables, is actually a new representation of Heisen
berg's indeterminacy principle. Thus, in considering 
Eqs. (5a), C5b), we must keep in mind that (in the 
quantal domain) the meaning of the symbolic sums 
is simply that the coordinate and momentum vari
ables are, in effect, released from the usual classical 
restrictions and treated as independent, in a definite 
limited sense, even though we are working within 
a Lagrangian formalism rather than a Hamiltonian 
formalism wherein this uncoupling, so to speak, is 

L(x, X, t) = (d/dt)(xp) + K(p, p, t), 
fundamental and natural to the formalism. It is 

where, for simplicity of notation, we avoid summa
tions over the number of possible dynamical vari
ables (degrees of freedom). Thus, one must bear in 
mind that our equations strictly hold for Cartesian 
variables in one dimension, a matter of importance 
primarily for the interpretation of certain integrals 
and powers of h which will appear in certain equa
tions. This however, is not a restriction of any conse
quence in principle. 

(4) especially to be noted that, apart from the symbolic 
sums, all our dynamical considerations are classical 
and this independent status of coordinate and mo
mentum variables does not hold for any single 
classical path or history. Rather, in the symbolic 
sums, for given initial and final points in the co
ordinate space picture, all momentum values obtain, 
and conversely. Therefore, the independent status 
of the canonically conjugate variables is not generic 
but quite specifically limited and, indeed, this is the 
precise equivalent of the relation of the coordinate 
and momentum diagonal representations of familiar 

Our variational postulate (taking the first state
ment for simplicity) now involves the form: 

L exp (i 1:' L dT) 

= L exp {~[ (X2PZ - X1Pl) + {' K dT ]}, (5a) 

or the equivalent converse form 

z: exp (~f~' K dT) 

= L exp {~}XIPI - X2P2) + t' L dT ]}, (5b) 

where again, the symbolic sums or function space 
integrals appear only in the quantal domain. 

quantum theory. 
One sees in the above observations the key points 

underlying the present theory which, fundamentally, 
may be said to depend upon asking the appropriate 
question about transition amplitudes between what 
turn out to be eigenstates of homologous dynamical 
variables, rather than the mixed transition ampli
tudes (or preferably, in this instance, mixed repre
sentatives), which are so central to conventional 
quantum mechanics primarily because of the histori
cal emphasis on determination of eigenvalues. 

Returning to Eq. (5a), for example, we have again 
two obvious extreme cases under the variational 
postulate: 
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= L exp {~ [(xzPz - X1PI) + r' K dT ]}. (8c) 
(a) Classical: 

5[exp (iR[pJ/Ii)] == {exp (~f' K dT)] = 0, (6a) 
It is now easily found that, regardless of the 

the usual classical concept of state and Lagrange dynamical structure of particular problems, M 
equations of motion, in momentum space, follow Nh-

1 
so that we have [cf. Eqs. (5a), (5b)] 

(b) Quantal: 00 

(X2tz I Xltl) = h-
l II exp [~(xzPz - X1Pl)] 

5 L exp(iR,,/h) == (j I~·.J exp[~{' K[p(T)] dT] 

t. (9a) 
X IT dp(T) = O. 

t, 
(6b) 

and reciprocally, 

Here, on grounds of symmetry in the canonically '" [ ] 
conjugate variables and formal analogy with Eq. (P2tZ I Plt l ) = h- l II exp ~ (X,Pl - Xzpz) 
(2b), we infer 

where again, M is a constant to be determined from 
the usual normalization. We emphasize that we are 
using the arguments which are known to substantiate 
the coordinate-space analog [Eq. (3)], though here 
in a much more formal way. 

THE RECIPROCAL FOURIER INTEGRAL RELATIONS 
AND THE QUANTUM P.B.'S 

We have now the following essential equations: 
[cf. Eqs. (3), (7), (5a), resp.] 

I··· I exp (is[xJjh) IT dX(T) == N(X2t2 i Xltl), (8a) 
t, 

I·· . I exp (iR[PJjh) IT dp(T) == M(P2t21 Plt l ), (8b) 
t, 

L exp (~ {' L dT) 

(9b) 

These are, of course, merely a particular form of the 
familiar relations 

(xl) = h-! I exp (ixp/h) dp (pi), (lOa) 

(PI) = h-i I exp (-ixp/h) dx (xl), (lOb) 

and 

(x I p) = h-! exp (ixp/h). (11) 

Since these last equations, in the context of the 
operator formulation of quantum mechanics, are 
direct and unique consequences of the fundamental 
quantum commutators or P. B.'s, it follows that the 
present theoretical formulation leads uniquely to the 
conventional formulation, as already anticipated and 
for the reasons noted. 
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By treating the contour integrals in the momentum plane, the conventional eigenfunction form 
is deduced from the characteristic form for the nonrelativistic Coulomb Green's function. A straight
forward extension of the argument employed here leads to the most general form of the eigenfunction 
form. 

I. INTRODUCTION 

T HE eigenfunction form of the nonrelativistic 
Coulomb Green's function was derived by 

Mapletonl from its characteristic form by dealing 
with contour integrals in the plane which is physi
cally equivalent to the space of complex energy. 
However, in view of the fact that both forms 
of the Green's function are customarily given in 
terms of momentum, it would be more natural to 
carry it through by explicitly having the momentum 
as the variable. Moreover, certain interesting aspects 
reveal themselves when it is dealt with in this way. 
In particular it is possible to obtain the most general 
expression for the eigenfunction form by generalizing 
the argument developed in connection with the 
derivation of the conventional form. 

n. DECOMPOSITION OF F(a, 13; Z) 

The nonrelativistic Green's function of a Coulomb 
field satisfying the diverging or converging wave 
boundary condition (labeled by + or -) is given 
by l.2 

K ., 
G(*)(r, r'j K) = - L L (2l + l)P,(cos 8rr ,) 

":t7r 1-0 

(r > r'). (1) 

Restricting the discussion for definiteness to the 
case of an attractive Coulomb field, the functions L, 
are given by 

L ( K) = r/ZKa Ir(l + 1 - i(Ka)-I) I (2V)' iKr 
Ir, e (2l+ I)! .fir e 

X F(l + 1 - i(Ka)-I, 2l + 2j - 2iKr) == M,(r, K)F. 
(2) 

In Eq. (2), F = F(l + 1 - i(Ka)-\ 2l+2; - 2iKr) 
stands for the confluent hypergeometric function IFl , 

K = /Lv/h, and a = h2//LZZ'e2
, where Ze and 

Z'e (Z, Z' > 0) are the charges, /L is the reduced 
mass, and v is the relative velocity. The functions L, 
constitute the bounded solutions of the radial equa
tion having the asymptotic form 

LI I'J (Kr)-l sin [Kr - l7r/2 

+ T/(l, K) + (Ka)-l log 2Kr], (3) 

where 

T/(l, K) = arg r(l + 1 - i(Ka)-I). 

Corresponding to the decomposition F = WI + W 2 

which will be specified shortly, the function L, is 
split into two parts whose asymptotic forms are 
given by the diverging and converging part of the 
standing wave represented by the right-hand side 
of Eq. (3). 

In terms of WI and W 2 the unbounded solution 
may be taken as 

K,(r, K) = MI(r, K)i(Wl - W2 ) (4) 

with the cosine asymptotic form instead of the 
sine form of Eq. (3). 

The functions Ht) are related to K I , L I , and 
W1 •2 by 3 

Ht) = KI ± iLL = ±2iMIW 1 •2 • 

If Ge and G, are defined by G(-) = G. ± iG., they 
are given by 

Gel = L 8 1(8rr " K){KI(r, K)}LI(r" K), 
G. [ LI(r, K) 

where 

(5a) 

(5b) 

* Work performed under the contract with the U. S. Air 
Force, Cambridge Research Laboratories. 8 1(8,r" K) = _(47r)-lK(2l + l)P,(cos 8rr ,). 

1 R. A. Mapleton, J. Math. Phys. 2, 478 (1961). This 
paper is referred to hereafter as A. Equation (5b) foretells that the combination 

2 N. F. Mott and H. S. W. Massey, The Theory of Atomic 
Collisions (Clarendon Press, Oxford, England, 1949), 2nd I The subscripts 1 and 2 on W correspond to (+) and 
Ed., pp. 53 and 113. ( - ) on H I, respectively. 
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2iG. = G(+) - G(-) of G(+) and G(-) is required 
for the continuum part of the eigenfunction form 
of the Green's function. 

The desired decomposition of F into WI and W 2 

is shown in A to be given for the case of positive 
integer /3 by 

In these equations the initial and the terminal 
phases of the factors in the integrand are fixed as 
follows: In Eq. (6a), they are -7r and +7r for t, 
and +'/1" and +'/1" for t - z; in Eq. (6b), -'/I" and +'/1" 
for t, and -7r and -7r for t + z. It is easy to see, by 
applying the change of variable t + z -t t to Eq. (6b), 
that the sum of WI and W2 reduces to the integral 
representation for F when 1m z < 0 (1m stands for 
lithe imaginary part of"): 

F(a,/3;z) = W 1(a,/3jz) + W 2(a,/3;z) (Imz < 0). (7) 

By adjusting the phases of t + z in W 2 so as to 
coincide with those of t - z in WI, it is immediately 
seen that W 2 (a, /3; z) is expressible in terms of 
W 1 (/3 - 01, /3; -z). A similar argument holds for 
W1(a, /3; z). These relations are combined to give 

W 1,2(a, /3; z) = e"e-2r ,aW2 ,1(/3 - 01, /3j -z). (8) 

Note that the use of Eq. (8) leads to the possibilities 
of expressing F(a, /3; z) (1m z < 0) in forms other 
than that of Eq. (7). 

It is to be remembered that F(a, /3; z) is not equal 
to the sum of W1(a, /3; z) and W 2 (a, /3; z) defined 
above if 1m z > O. In fact, the decomposition of 

«(.1 1)' 1(0+,"+> 
F(a, /3; z) = /J ~ • dt etta-Pet - z)-a, 

valid for any z, into two parts, with appropriate 
initial and terminal phases of the factors in the 
integrand that are consistent with the condition 
1m z > 0, gives directly 

F(a, f3; z) = e'[W1(/3 - 01, /3; -z) 

+ W 2 (/3 - 01, /3; -z)] (1m z > 0). (9) 

That Eq. (9) is true may be seen from the fact that 
it becomes identical with the relation 

F(a, /3; z) = e'F({3 - 01, /3; -z) (10) 

when Eq. (7) is applied to the right-hand side of 
Eq. (9), by noticing that 1m (-z) < O. In view of 

Eq. (8) it is found that4 

F(a, /3; z) = eh,a[W1(a, /3; z) 

+ W 2(a, /3; z)] (1m z > 0). (11) 

It should be mentioned here that one could start with 
the bounded solution with e-,Kr F(l + 1 + i(Ka)-t, 
2l + 2; +2iKr), rather than the similar expression 
used in Eq. (2), and decompose this F into di
verging and converging wave part U1 and U2, 

respectively.6 The functions U1 and U 2 are ex
pressible in terms of W's by 

(1m z > 0) 
(12) 

as is seen from Eq. (9). Here again the sum of 
U1 (01, /3; z) and U2(a, /3; z) is not equal to F(a, /3; z) 
when 1m z < O. In terms of U1 ,2 the functions L1, K 1, 

and Ht) are given, respectively, by 

L1(r, K) 

= NtCr, K)F(l + 1 + i(Ka)-t, 2l + 2; +2iKr) 

= N1(U1 + U2), 

K1(r, K) = Nli(UI - U2), 

and 

where 

N (K) .. 12K. Ir[l + 1 + i(Ka)-I] I (2K)1 -oKr 
1 r, = e (2l + I)! r e . 

Before concluding this section, we demonstrate 
that certain properties of various functions are dis
played when they are considered as functions of a 
complex variable k. For this purpose define fJ(k) 
and 'W1,2(k) by 

g:(k) = F(a(k), /3; z(k», 

and 

where 

a(k) = l + 1 - i(Ka)-I, /3 = 2l + 2, 

'Gordon, for instance, gives a similar decomposition 
which is valid regardless of the sign of 1m z. [W. Gordon, Z. 
Physik, 48, 180 (1928)]. That the same is not the case here 
may be understood as follows: In the decomposition given 
by Eq. (7) for 1m z < 0, specifications on the phases are so 
rigid that no room is left in which to adjust the phases which 
would reinstate the validity of Eq. (7) for 1m z > O. 

& Decomposition of this nature is used in R. A. Mapleton, 
J. Math. Phys. 3, 297 (1962), which refines some of the 
arguments in his earlier work [J. Math. Phys. 2, 482 (1961)]. 
It is to be noted that the W functions defined in these two 
articles are not exactly the same. The WI, 2 used in the 
former are what are called U 1,2 here. It is easily seen, how
ever, that the argument in terms of U is analogous to that in 
terms of W with the replacement of M I by N I. 
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and z(k) = -2ikr. 

Then the use of Eqs. (8), (9), and (10) results in6 

LI(r, -k) = (_)le-rlkGLI(r, k), (13) 

Hi·)(r, -k) = (- )I+le+r1kGH:·)(r, k), 

which in turn leads to 

G("')(r, r'; -k) = G(·)(r, r'; k). (14) 

In addition it is seen that 

Lz(r, k)* = LI(r, k). (15) 

Furthermore, when k is real and positive K, say, 
the following obtains: 

tt(K)* = tt(-K), 

Hi"')(r, K)* = e21tIKGH;·)(r, K), 

G("")(r, r'; K)* = e2rIKaG(·)(r, r'; K). 

III. DISCRETE PART 

The eigenfunction form was obtained in A by 
considering contour integrals in A( = k2

) plane. In 
the following, a detailed discussion is developed to 
accomplish the same in terms of the variable k 
with the diverging-wave case as an example after 
having a brief look at the work in A. 

By regarding G(+)(k) == G(+)(r, r'; k) as a func
tion of A = e called gC+)(A), and assuming 0 < 
arg A < 211" for the principal value of arg A, it is 
shown in A that g(+)(A+r (A+ = K2 + iE, E being 
a positive real number) consists of two contribu
tions. The first comes from the sum of residues of 
-g(+)(A)/(A - A+) at the poles of g(+) on the 
negative real axis and the second form the integral 

C+) ___ 1_ f dX gC+)(X) 
Ie - 271i c X - A+ 

= ~ [ roo dX gC+)(X) + J'o dX 9C+'(Xi
ri

)], (16) 
2m, .10 X - A+ 00 X - A+ 

taken along the contour C encircling the branch cut 
on the positive real axis, resulting in the discrete 
and continuum part, respectively. This is expected 
to be so because the variable X is physically equiva
lent to the complex energy of the system. 

In terms of the momentum (i.e., k) plane, the con
tours to be associated with G(+) and G(-) are those in 
its upper and lower half-plane, respectively. Evi
dently, these half-planes correspond to different Rie-

6 To be more exact, - k should appropriately be id~nt~
fied as either ke+ i. or ke- i •. However, for most cases, It IS 

permissible and simpler to use - k. . . 
7 For the relationship between the solutIOns obtamed from 

G(+)((K2 + iE)1I2) and G(+)(K), Bee F. M. Odeh, J. Math. 
Phys. 2, 794 (1961). 

mann sheets of A plane for which 0 :5 arg A :5 ±211". 
Now consider the whole upper half-plane from 

which the neighborhoods of the poles of G( +) on the 
positive imaginary axis are excluded by surrounding 
them with infinitesimally small circles. Since there 
seems to exist no obvious reason why the simplest 
conceivable choice should not be tried, the function 
(211"i)-lF~+), where Fi"')(k) = GC"')(k)/(k =F K+) 
[K+ = K + il, l being an infinitesimal positive 
real number], is integrated along the boundary of 
this region to give 

GC+)(K+) = ~ [f + f ] dk Fi+). (17) 
2m, I II 

In Eq. (17), the contour I consists of the following 
three parts: the positive real axis, that part of the 
circle at infinity bounded in the first quadrant; and 
the positive imaginary axis with indentations to the 
right of the imaginary axis at each pole of GC

+). 

The contours symmetrical to I with respect to the 
imaginary axis, the origin, and the real axis are 
called II, III, and IV, respectively. Now apply the 
change of variable k ~ - k to the second integral 
of Eq. (17) noticing that the vanishing value of the 
integral is contributed from an integral along the 
negative real axis and -! times the sum of residues 
of Fi+). Then considerations on Eq. (14) suggest 
that the latter part of the contribution should be 
equal to -! times the sum of residues of Ft) which 
is a part of (211"i)-1 flY dkFi-) that also vanishes. 
That this is in fact the case may be seen from Eq. 
(20) to be established below (for t = 0 and 8 = 1). 
For 'this reason note firstly that the poles of GC

'*) (k) 
given by Eq. (1) are located at kn = ±i/na, n = 1, 
2, 3, '" . Secondly it is not difficult to see thae· 9 

- 1: Res GC+,(k) = + 1: Res GC-)(k) 
00 n-l + l • 

= L: L: L: ~!!. ¢nlm(r)¢"lm(r')* , (18) 
11=1 l=O m=-l 

where 

[(
2 )3 (n - 1 - l)!Ji _Clna(2r)1 

¢nlm(r) = na TIn + l)!j 32n e \na 

21+1( 2r) v (8 ) X Ln+l na 11m ,cp. (19) 

These informations are sufficient to deduce that 
k'G c+) k'G(-) 

- 1: Res le8 _ A = (_)/+8 1: Res Ie' _ A 

= _1. (~)t-8-1 L ¢nlm(r)¢n.lm(r:)* . (20) 
2 na ... I.m1-(-ma)A 

8 See, for example, refer.ence A. . 
9 The spherical harmolllCB Y 1m are those defined m H. A. 

Bethe and E. E. Salpeter, in Hand~uch der PhY8ik, edited by 
S. FlUgge (Springer-Verlag, Berlm, 1957), Vol. XXXV. 
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The argument in the above assures one that the 
second integral of Eq. (17) is transposed by k ~ - k 
to (2'11i)-1 frv dkFi-' . In other words, the original 
contour integral for G<+'(K+) taken in the upper 
half-plane is now transposed to the sum of similar 
integrals taken in the upper and lower quarter of 
the right half-plane. Similar transposition of the 
first integral of Eq. (17) to the one in the third quad
rant suggests various representations for G<+l (K+) 
as the sum of two integrals taken in appropriate 
part of the k plane. Thus, for example, it may be 
expressed as (211"i)-1 [fm + frv] dkFtl with con
tours in the lower half-plane. This is a consequence of 
Eq. (14) which states that G<-'(-K+) = G<+'(K+). 

Returning to the representation in terms of the 
integrals in the right half-plane, it reads 

<+l 1 ,oo [G<+l G<-l J 
G (K+) = 211"i Jo dk k - K+ - k + K+ 

G<+l 
- }; Res . (21) 

k - K+ 

Notice that the integral part of Eq. (21) is not as yet 
in the form required by the eigenfunction expansion. 
However, it becomes 

_1_ roo dk k(G<+' - G<-l) 
2'11i Jo e - K! 

(22) 

the latter part of which is further reduced as follows: 
From the integration of (2'11i)-lK+G<=l(k)/W - K;) 
in the upper or lower half-plane, it is found that 

1 roo dk K+G<';" 
±-2' k2 K2 rt ... -00 - + 

G<S> 
±!G<+\K+) + K+ }; Res e _ K;' (23±) 

which in turn leads to 

-L fOO dk K+(G<+' - G(-l) 
211"i _<0 e - K; 

G<+l 
= G<+\K+) + 2K+ }; Res e _ K; (24) 

Then Eqs. (21), (22), and (24) result in an expression 
for G<+l(K+) given by 

1 roo 2 dk k(G(+' - G<-l) 
2;i Jo e - K; + 2K+ 

G<+) G(+l 
X 1: Res k2 _ K; - 2 1: Res k _ K + (25) 

the use of Eq. (21), to be equal to 

2kG(+' 2kG(-l 
-! };Res k2 _ K; - ! 1: Res e _ K;' (26) 

It should be noticed here that Eq. (25) with the 
last two terms replaced by Eq. (26), manifests 
that the right-hand side of Eq. (17) for G<+'(K+) 
is also equal to the integral of (211"i) -1 Ft' = 
(211"i)-12kG<·l(k)/W - K!), taken in the upper 
or lower half-plane or the average of these. 

Either from the considerations on the symmetry 
properties of the integral of Eq. (25) and the ex
pression in Eq. (26), or directly from those on the 
appropriate choice of the integrand and the path, 
the expression for G(+'(K+) is finally obtained as 

(27) 

1 [1'" fO 1 f OOJ I~+'=- or or-
211"i 0 _<0 2_<0 

2 dk k(G(+l - G(-l) 
X e _ K; ,(28+,28-, or 28) 

R
(+' _ 2kG(+l 2kG(-l 
2 - - }; Res k2 _ K; = - }; Res k2 - K; 

= (na)-2 .L: cPnlm(r)cPn lm (r')2*' 
n.l.m 1 + (naK+) 

(29) 

A closer study on the continuum part I~+l will be 
postponed to the next section. When this is done it 
will be shown that Eqs. (27), (28+), and (29) give 
the result identical with that obtained in A. 

It is interesting to note that the eigenfunction 
form given by Eq. (27), in spite of its compact 
appearance, may not necessarily be the best form 
to deal with in the actual calculations. The reason 
for this lies in the very fact that the continuum part 
requires inherently the simultaneous consideration 
on the diverging and converging part of the integral 
of which only one or the other is desired in actual 
cases. This implies the necessity of appropriately 
closing the contours in the upper or lower half
plane according to which part of the eigenfunction 
is being considered. This unnecessary complication 
which may sometimes lead to some confusion can 
be avoided if other representations of I~+', though 
not in the eigenfunction form, are used. Such are 
the integral part obtained by integrating (211"i) -1 F~") 
in the upper or lower half-plane: 

I(+l = ±-L f'" 2 dk kG(=' . 
2 2'11i _'" k2 

- K; (30±) 

Still another representation of the similar nature is 

The sum of the last two terms of Eq. (25) is seen, by G(+)(K+) = I~+" + R;+", (31) 
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<+)' __ 1_ f=oo 2 dk k(G<+) - G<-» 
12 - 27ri 0 e - K! ' (32±) 

2kG<·) 
R (+)' - 1 2:R 

2 - -"2 es e _ K!' (33±) 

The combinations of Eqs. (32±) and (33±) may 
be obtained from the integrals of (2mr 1Ft) along 
the paths I and III, respectively. 

It may be worthwhile to mention that the expres
sions corresponding to Eqs. (28-) and (28) may 
easily be left concealed if the variable A is used such 
that only that corresponding to Eq. (28+) is 
straightforwardly obtained as in A. 

Having gone through all the details, it is of 
some interest to generalize the procedure in the 
foregoing. Thus, the integral of (27ri)-lF:*) = 
(27ri)-ltk'-lG<·) (k)/(k' - K:), where t represents 
even integers, in the upper or lower half-plane, may 
be used to express G<+)(K+). Here the reason for 
allowing only even values of t is related to the fact 
that the original differential equation for G< +) (K) 
involves K in the form of K2. As a generalization of 
Eq. (27), it is easily obtained that 

(34) 

(35) 

= }. (na)-2 L ¢nlm(r)¢nlm(r')*. (36) 
2 "'1,,,, 1 + (- )'/2+ 

1 (naK+>' 

In Eq. (35) [f] stands for either choice of f~ or 
f<:'., or ! f:.,. It may be added that the result for 
G<+)(K+) obtained by integrating (27ri)-lF;*) = 
(27ri) -lpk'P-IG<·) (k) / (k'P =t= K!), p = 1, 3, 5, '" , 
is also represented by Eqs. (34)-(36) with t = 2p. 
A special example is the case of p = 1 which has been 
discussed in detail. 

Finally, a word is added regarding the treatment 
of G<-)(K_). It is easily found that the results for 
this case is given by Eq. (27) or Eq. (34) in which 
the replacements (+) ~ (-) and K+ ~ K_ = 

K - iE' are made. On the right-hand sides of Eqs. 
(28±), (28), (29), (35), and (36), only K+ ~ K_ 
is required. The results can also be obtained from ex
pressions for G(+)(K+) by noticing the relation 
G<-)(K_) = G<+)( -K_). 

IV. CONTINUUM PART 

In this section, only the case of t = 2 for 1;+) is 
discussed in detail, since it is evidently sufficient 
to do this and no more. 

It is to be noticed that Eq. (28+) for I~+) is 
equivalent to Eq. (16) for Ib+) of A when the identity 
g(+) (Xe2r

') = g(-) (X) is utilized. This identity signi
fies that the value of g(+) on the first Riemann sheet 
below the branch cut is equal to that of g(-) on the 
second sheet above the cut in the limit, when the 
both points considered approach a point on the 
real axis. This association is in fact equivalently 
contained in the transposition of the contour II to IV 
by k ~ - k which results in the same range of 
k-integrations for the G(+) (k) and G(-) (k) parts in the 
form as given by Eq. (28+). Obviously a similar 
relation exists corresponding to the transposition of 
I to III. 

With the above as a general remark, consider Eq. 
(28+). When the orthogonality of the spherical har
monics is taken into account to express PI (cos Orr') 
as an integral over the angles of the k space, it is 
found from Eqs. (5b) and (15) that 

I~+) = t f J dk ¢kZ~(r)¢kZ;(r')*, (37) 
1-0 ",--I K+ - k 

where 

tPkl",(r) = (2/7r)iL I (r, k)ei~<l,k) Yzm(f) Ylm(k)*, (38) 

in which the unit vector a = a/a stands for the 
angles of the polar coordinates of a vector a. In 
the following, ¢klm are also called ¢~t~ in con
trast to tP~l~ defined by the right-hand side of Eq. 
(38), with T](l, k) being replaced by T](l, -k) = 
-T](l, k). As has been mentioned earlier, Eq. (37) 
together with Eq. (29) gives the conventional repre
sentation of the eigenfunction form of G(+)(K+). In 
addition to this, similar representations exist which 
arise from Eqs. (28-) and (28). However, some care 
is needed in having the explicit forms for these 
representations related to the fact that there is in
volved an integral along the negative real axis. 
Therefore, they are left untouched until the similar 
situation is discussed presently when it becomes 
evident how to express them. 

Although the conventional expression for I~+) has 
already been obtained in the above, it is sometimes 
of certain advantage to use a slightly different ex
pression which is to be found below. With this in 
mind, notice that for real and positive k, G(s) (k) 
can be written in the form 

G(·)(k) = - (4!)2 J dvJk 

X 2: iZ(2l + l)m*)(r, k)ei~(l,k)pz(cos Ork) 

X [2: iZ' (2l' + I)L z ,(r', k)e'~(l' .k) PI ,(cos Or'k)]* 

- 7rk J dvJ ./,(+)( k) (+)(' k)* -±2i kY"1.2 f , if; f, • (39) 
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In Eq. (39), 

,pc+)(r, k) = L i'cP~t~(r), 
I. ... 

= (211")-V l2ka r(1 _ i(ka)-l)eik
•
r 

X F[i(ka)-l, 1; i(kr - k'r)], 

(40) 

(41) 

in which Gordon's identitylO is used. Furthermore, 
,p\.~~ corresponds to the W1,2 part of L, such that 
,pc+) = H,p~+) + ,pi+». When ,pc+)(r, k) needs to be 
considered in the following as a function of k and 
8 = 8rk , it shall be called ,pc+) (r; k, 8), and similarly 
for ,p\.~~(r, k). 

Clearly, ,pc+) in Eq. (39) can be replaced by 

,pH(r, k) = L ilcP~;~(r) 
I,m 

(211")-!e~/2kar(1 + i(ka)-l)eik •r 

X F[-i(ka)-\ 1; - i(kr + k·r)]. (42) 

As is given in the Appendix, the partial wave ex
pansions of ,pc+) and ,pH are very nearly the same, 
implying a close relationship between them. The de
composition of ,pH, for k = real> 0, into ,pti can be 
carried out in the same way. 

By substituting the expression for GC
+) - GC

-) 

obtained from Eq. (39), or a similar one with ,pH 
and ,pt~ into Eq. (28+), it is seen, with 8' = 8r 'k, 

that 

I c+) -1a> dk k
2 

2 - 0 K! - e 
X J ilMk ,pCS)(r; k, 8),pCS)(r'; k, 8')*, (43+) 

where (S) denotes either choice of the signs (±). 
This equation provides an alternative form of the 

continuum part, since ,pc+) or ,pH constitute a com
plete set of eigenfunctions (together with the dis
crete eigenfunctions) just as well as the conventional 
cPk/m do. ll In fact, this form may very well be con
sidered simpler than the conventional expression. 

To get similar expression for Eq. (28-), it is only 
necessary to remember that the range of the integra
tion is the negative real axis. Thus, for example, 
noting GC+)(k) - GC-)(k) = - (G c+)( -k) - GC-)( -k» 
from Eq. (14), it is seen that 

1(+) - fO dk e 
2 - -00 K! _ k2 

x J dWk ,p(S)er; -k, O)if;(S)(r'; -k, 8')*. (43-) 

10 See Gordon's paper in reference 4. 
11 A. Sommerfeld, Atombau und Spektrallinien (Frederick 

Vieweg und Sohn, Braunschweig, Germany, 1939), Vol. 2, 
p.457. 

The use of Eq. (A9) gives rise to 

J dWk if;CS)(r; -k, 8),pCS)(r'; -k, 8')* 

= J dWke-2r/kaif;CS)(r;k, 8),pCS)(r';k, 8')*, (44) 

so that the right-hand side of Eq. (43-) may also 
be expressed with that of Eq. (44). Similarly the 
product ,p(8)if;CS). of Eq. (43+) can be replaced by 
e +2.-/kaif;(8) (r; - k, 8),pC8) (r'; - k, 8')*. Of course these 
representations can be obtained from Eq. (39) and 
a similar one with ,pC-) functions by noticing 

![,p~8)(r;k, 8) + ,p~S)(r;k, 8)] 

= {l },pCS\r; k, 8) 
-21flka e 

in connection with Eqs. (7) and (11). 

for {k> 0 
k < 0, 

The expression corresponding to Eq. (28) is simply 
the average of the right-hand sides of Eqs. (43±). 

Furthermore, Eqs. (30±) lead to the straight
forward representations 

IC+) - fa> dk e 
2 - _a> K! _ k2 

X J dWk !,pi~~(r; k, 8)if;C8)(r'; k, 8')*. (45±) 

It must be emphasized that contained in Eqs. 
(30±) and hence in Eqs. (45±), are the contours 
that are to be taken in the upper or lower half
plane according to the choice of ,pI or ,p2 in the inte
grand of Eqs. (45±). If the relations 

J dWk if;i~~(r; -k, O)if;CS)(r'; -k, 8')* 

= J dWk ,ptlS)(r; k, 8),pC-8)(r'; k, 0')* 

= J dwk ,p~~~(r; k, 8),pCS)(r'; k, 8')* 

are used in Eqs. (45±), they reduce to Eqs. (43±) 
as should be the case. 

V. CONCLUDING REMARKS 

It has been shown that the most general eigen
function form for GC+)(K+) can be given by Eq. (34) 
in which 1;+) may be written from Eqs. (43±) as 

t r·a> dkk' 
±2 Jo K! - k' 

x J dWk if;(8)(r; ±k, 8)if;CS)(r'; ±k, 8')*. (46±) 
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The expressions corresponding to Eqs. (30±) or 
(32±) are self-evident. Admittedly, these forms may 
not be of special value except possibly for large 
values of t where the sum over the discrete part may 
converge rather rapidly when naK is large. 

Perhaps the most important thing to bear in mind 
when looking at Eq. (34) is to remember the com
bination of contour integrals through which it is 
derived. Thus, for example, built into the J~ dk 
form of Eq. (35) is the fact that the diverging and 
converging part of the integrand demand in con
nection with Rj+), the contours I and IV, respec
tively. The vanishing integral along IV of G(-) may 
be subtracted from the entire expression [Eq. (34)], 
leaving only the integral of G(+) along I similar to 
that given by Eq. (32+) plus (33+). As is already 
clear, the integral along IV is required only to com
plete the combination G(+) - G(-) needed for the 
continuum part. 

Another point to make is that the symmetry of the 
Green's function provides the possibility of decom
posing either if; or if;* of Eqs. (46±) into if;1.2 or .,,* 12 
';'1.2' 

As a simple exercise to see how Eqs. (43±) and 
(45±) are to be used, one may take the case of a 
free particle. This corresponds to the limit Z ~ 0 
so that if;(+) = if;(-) = (27r)-J elk • r • Then from the 
Rayleigh expansion, if;1 and if;2 are found explicitly. 
It is a simple matter to see that all of these produce, 
when treated properly, the result 

_(47r)-le,K+lr-r"/lr - r'l. 

Finally, it should be remarked that the formal 
procedure leading to Eqs. (34)-(36) is expected to 
be applicable to the case of more general potential 
U(r) provided that the radial equation possesses 
bounded solutions Ll(r, K) whose diverging and 
converging part are called Ht)(r, K).14 Then the 
relation G("') (-K) = G(·) (K) is still expected to 
hold. This in turn leads to the validity of Eq. (5b) 
because of the fact that G(+) - G(-l satisfies the 
homogeneous differential equation and that G(2) are 
symmetric with respect to rand r'. Therefore, the 
integral of the form of Eq. (35) and the remaining 
sum over the residues are to give rise to the con
tinuum and discrete part, respectively, of G(+)(K+). 
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APPENDIX 

The wavefunction of a particle in the positive 
energy state in a Coulomb field which behaves 
asymptotically like a planewave plus a diverging 
spherical wave was obtained by Gordon.10 It may 
be represented by 

1I(+)(r, k) = 1: iZ(2l + I)Lz(r, k)ei"(l.k)Pz(cos Ork) 

= e"m or(1 + n)eik'rF(_n, 1; i(kr - k·r», (AI) 

where n = (ika)-l. On the other hand, Sommerfeld1s 

used along with 11(+), a similar function 11(-) with a 
converging instead of diverging wave, defined by 

II(-)(r,k) = 1I(+)(r, -k)*. (A2) It is interesting to note that the correct result is 
obtainable from Eqs. (43±) by forgetting about the 
rules of closing the contours and merely evaluating The partial wave expansion of 11(-) will be found 

here from 
(2 )-3 r'" dk k

2 {D.P,} J d ik'r -ik'r' 
± 7r 10 K! _ e C.P. Wk e e e .. 12kar(I - n)eik.rF(n, 1; -i(kr + k·r» (A3) 

with the contour I or IV alone being associated with given by Eqs. (AI) and (A2). The procedure used 
the k-integration. In these expressions, D. P. and is seen, when applied backward, to give an alterna
C. P. of w(r), standing for the diverging and con- tive proof of the Gordon's relation. Consider then 
verging part of a function W, designates those parts F = F(I - n, 1; i(kr + k.r» by calling p = +2ikr 
which satisfy the Ausstrahlungs- and Einstrahlungs- and iJ. = cos O,k' It may be given by 
bedingung, respectively13: ., ( ( ) 1 

F = L 1 - n), 1 + iJ. p 

(
d'iJr ) 1=0 (1) tt! 2 ' 

lim r d T ikW = O. 
r~'" r where (a), = a(a+I) '" (a+t-I) = r(a+t)jr(a). 

In finding C. P. of the latter, it is to be assumed The use of an identity 
temporarily that k is a positive number, disregarding H See p. 112 of the book cited in reference 2. 
the actual sign of k in the subsequent integration. 16 See reference 11. The functions i/i(+) and i/i(-) are 

It See, for example, the treatment in the first paper in 
reference 5. 

u A. Sommerfeld, Ann. Physik 11, 257 (1931), Appendix. 

~o.wn to be adequate for representing the particle in the 
ImtIal and final state, respectively. Therefore, it is natural 
and in fact simpler, to c~oos~ (+) or ( -) ~or (8) in Eq: 
(43, +), say, when the dIVergmg or convergtng solution IS 
desired. 
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1 (1 ± J4)' , (2l + I)P 1(±J4) 
(t!)2 -2- = ~ (t - l)!(t + l + I)! (A4) 

that can be proved easily leads to (when t = l + v) 

'" 
F = L (2l + 1)/Pz(p.) 

1-0 

x ~ r(1 ;(~ ~ ~)+ v) v!r(2l {v + 2) 

~ .Z(2l + )( ')Z () 1'(1 - n + l) f='o z 1 -zp P z p. 1'(1 - n)r(2l + 2) 

X f (1 - n + l).p· 
.-0 (2l + 2).v! 

= l: il(2l + 1)( -ip/Pl(p.) r(t~ ~;(2~ ! 2) 

X F(1 - n + l, 2l + 2; p). (A5) 

From Eqs. (10), (A3) , and (A5) , it is seen that 

{;<->(r, k) = e"/2ka l: il(2l + 1) r~;l-;~! l) (2kr)1 

X eikrF(1 + n + l, 2l + 2; -2ikr)PI (cos 8rk ) (A6) 

= (2-11)1 L iZ<PkZm(r). (A7) 
Z,m 

As is well known, the difference between the partial 
wave expansions of {;<+> and {;H consists of the 
signs of the phase, ±i7/(l, k). This fact may be used 
to obtain 

= J dwk ¥-,<->(r, k)¥-'<-> (r', k)*. (AS) 

Some of the useful relations between ¥-'<+> and 
¥-'<-> may be derived by combining the basic ones: 

¥-'<*)(r; k, 8)* = ¥-'(-\r; k, 7T' - 8) = ¥-'< ... > (-r, k)}. 

¥-,<·>(r; -k, 8) = e-"Ika¥-,<-\r; k, 7T' - 8) 
(A9) 
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Some analytic properties of the single-particle Green functions and proper self-energy parts for 
a system of interacting bosons at nonzero temperatures are derived. In particular, it is shown how t(J) 
obtain the analytical continuations of simple functions of the proper self-energy parts, which can be 
obtained from perturbation theory at an infinite set of points along the imaginary energy axis, to the 
whole of the complex energy plane. This is useful in determining the poles of the Green functions. 

INTRODUCTION 

T HE single-particle Green functions for a con
densed system of interacting bosons can be 

written down in terms of the proper self-energy 
parts (see below), namely, the ~'s. These can be 
evaluated using finite-temperature perturbation 
theory at an infinite set of points along the imaginary 
axis in the complex energy plane. The points are at 
energies 27rr£i/ {3, where n is an integer and (3 = 

(kT)-\ k being Boltzmann's constant and T the 
absolute temperature. We are often interested, how
ever, in the values of the Green functions along the 
real axis, since the poles of the Green function, for 
real E, give us the single-particle energies. Un
fortunately, these functions are rather complicated 
functions of the proper self-energy parts, and it 
is not always easy to obtain the correct analytic 
continuation of them onto the real axis. This is 
largely because factors of the form erPE where r is 
an integer and E the (complex) energy are equal to 
unity at all the points at which the ~'s have been 
evaluated, and hence one cannot decide immediately 
where to include such factors. This paper is largely 
an attempt to make such decisions easier, and we 
shall derive some analytic properties of the Green 
functions and proper self-energy parts on the way. 
Similar properties for a fermion system have been 
derived by Luttinger.1 

In Sec. 1 we briefly review some properties of a 
function of a complex variable which we shall re
quire. In Sec. 2 we consider the single-particle Green 
functions, and the last section is devoted to the 
proper self-energy parts. 

* At present on leave of absence at University of Cali
fornia, San Diego, California. 

t Present address; Department of Physics, The University 
of Sussex, Brighton, Sussex, England. 

1 J. M. Luttinger, Phys. Rev. 121, 942 (1961). 

1. REQUIRED PROPERTIES OF COMPLEX-VARIABLE 
FUNCTION 

Let fez), where z = x + iy, be a function of a 
complex variable with the following properties: 

(i) fez) is analytic everywhere, except possibly on 
the real axis; 

(ii) fez) ~ 0 as z ~ (Xl along any straight line in 
the upper or lower half-plane; 

(iii) f(z)* = f(z*), which restricts f to real functions. 
In general, fez) will be discontinuous across the real 
axis. We define: 

lim f(x + iE) = u(x) - iv(x) , (1) 
f-+O 

so that 

lim [f(x - iE) - f(x + iE)] = 2iv(x) , (2) 
C!!-+O 

using property (iii). Then it may easily be shown 
that 

fez) = ! fa> v~) dx, 
7r _a> Z X 

(3) 

and, taking real and imaginary parts, we obtain the 
dispersion relation 

1 fa> vex') u(x) = - P ---, dx', 
7r _a> X - X 

(4) 

where P indicates that the principal part of the 
integral is to be taken. Finally, using Carleman's 
theorem, Baym and Mermin2 have shown that if a 
function is determined at the infinite set of points 
z = 27rin/{3 (n integral), then properties (i) and (ii) 
uniquely define an analytic continuation of the func
tion into the whole of the upper and lower half
planes. 

2 G. Baym and N. D. Mermin, J. Math. Phys. 2, 232 
(1961). 
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Pk(W) = Q-l L e-PE'[I(vl ak 1'Y)I2 o(w - E~ + E.) 2. SINGLE-PARTICLE GREEN FUNCTIONS 

To simplify our calculations, we define our single
boson Green function in the complex E plane by: 

geE, k) = 1. 2:::e-IlE,[(VI ak hX}'1 a~; II') 
Q ,~ E - E~ + E. 

_ (vi a~ I'Y)('YI ak Iv)J 
E - E. + E~ , (5) 

(6) 

where ak and a~ are the usual creation and annihila
tion operators for particles with momentum k, and 
E. and!lv) the eigenvalues and eigenvectors of the 
generalize(Hamiltonian: 

(7) 

.~ 

- I('YI ak IvW o(w - E. + E~)] 
= Q-l(l" - 1) 

X L e- llE
, I('YI ak 11')1 2 o(w - E. + E"(). (12) 

p. ~ 

One further property of geE) will be required. If we 
put E = W + iy, then 

n(E k) - Ja) Pk(W') ( , ) .1 .. ' 
V , - ( , _ )2 + 2 W - W uw 

-00 W W Y 

+ . JOO Pk(W') dw' 
ty ( , )2 + 2' 

-00 W - W Y 
(13) 

Suppose that the imaginary part of g(El' k) vanishes 
(Yl ~ 0); then 

(14) 

Now since the terms under the summation sign in 
Eq. (12) are always positive, we see that Pk(W') 
has the sign of w'. Hence the integrand in Eq. (14) 
is never negative, and since P is not everywhere 
zero, we deduce that g > O. Hence we have 

g(E,k) ~ 0, ImE ~ O. (15) 

N is the number operators l:k a~ak, and IL the chemi
cal potential. If E is w + ie, where w is real and e 
is vanishingly small, the Fourier transform of Eq. (5) 
with respect to w gives the retarded time-tempera
ture-dependent Green function.3 If E = -2'Trni/~ 
wheren is integral, Eq. (5) gives a coefficient of the 
Fourier series expansion of the causal temperature
dependent Green function. 4 Since the sum in Eq. (5) 
is a grand canonical average, we assume that it is 
uniformly convergent. 

For the case of a degenerate boson gas, one must 
consider another single-particle Green function.5

•
6

•
7 

(8) In the complex E plane it has the representation 

We~note that 

and deduce that geE, k) is a real function of E. 
Further, 

lim geE, k) = 1.. 
111'1_00 E 

(9) 

Hence geE, k) possesses all the properties (i), (ii) , 
and (iii) of Sec. 1, and the facts listed there lead to 
standard results for Green functions. 

Equation (4) gives us the usual dispersion rela
tion. From a knowledge of the Fourier coefficients 
g( -2'Trni/~, k), we can uniquely deduce an analytic 
continuation geE). Writing g in the Lehmann repre
sentation 

geE, k) = Joo Pk(W) duJ, 
_ooE - w 

we find, using~Eq. (3) and the relation 

o(xL= lim ~ [_1_. - _1_. ], 
.-+0 271"t X - te x + te 

(10) 

(11) 

aD. N. Zubarev, Usp. Fiz. Nauk. 71, 71 (1960) [English 
translation;) Sov. Phys. Usp. 3, 320 (1960). 

4 T. Matsubara, Progr. Theoret. Phys. 14, 351 (1955). 

geE, k) = Q-l 2::e-PE.[(v l ak I'Y)('}' I a_k Ill) 
'.,,( E - E"( + E. 

- (vi ak I'Y)('YI a_k Iv)J. 
E - E. +E"( (16) 

Again, since this is a grand canonical average, we 
assume that the sum converges uniformly. Further, 
as lEI ---? <Xl, 

geE, k) '" 1/E2. 

Thus a unique analytic continuation can be obtained 
from the values at the usual infinite set of points on 
the imaginary axis. 

To show that geE) is a real function of E, we 
have to show that the product of matrix elements 
(I' lakl 'Y)('Y la-kl 1') is real. We introduce a complete 
set of free-particle states I {n» where In} represents 
a set of occupation numbers of free-particle levels. 

G N. M. Hugenholtz and D. Pines, Phys. Rev. 116 489 
(1959). ' 

6 S. T. Beliaev, Zh. Eksperim. i. Teor. Fiz. 34, 417 (1958) 
[English translation;] Sov. Phys.-JETP 6, 289 (1958). 

7 W. E. Parry and R. E. Turner, Phys. Rev. 128 929 
(1962). ' 
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Then: 

(1'1 ak h')('Y I a-k II') 

L (I' I {nl)({n} I ak I {nd)({nd 11')(1' I {n2 l) 
In/ln,} 

{n::al {nal 

(17) 

Pk(W) = Q-l(l'" - 1) 

X L (1'1 ak 11')(1'1 a_k Ip)o(w - E"{ + E,), (24) 
'. "( 

where we have again used Eqs. (3) and (11). 

3. PROPER SELF-ENERGY PARTS 

We introduce two self-energy parts in a purely 
formal manner by writing equations similar to the 
Dyson equations in electrodynamics: 

g(k, E) = go(k, E) + g(k, E)~i~)(k, E)go(k, E) 

Since the matrix elements of ak between free-particle 
states are real, the problem is reduced to showing 
that products of the form (I' I {n})({n3} I 1') are real. 
To do this, we split the generalized Hamiltonian of 
Eq. (7) into two parts: + g(k, E)~~~)(k, E)go(k, E), (25) 

(18) g(k, E) = g(k, E)~i~>Ck, -E)go(k, -E) 

where H 0 is diagonal in the free-particle representa
tion, with eigenvalues En corresponding to the eigen
state I {n}). Expanding the true eigenstates II') in 
terms of the free-particle states, substituting in (7), 
using (18), and taking the product of the resulting 
equation with an arbitrary free state ({ m }I, we have 

(E, - Em)({m) II') 

= L ({m}1 Hl I{md)({md 11'). (19) 

This represents a set of simultaneous, linear, homo
geneous equations for the ({m) 11'). The coefficients 
in these equations are all real, since the matrix ele
ments of Hl between free-particle states are real. 
The ({m) I J/) are determined except for an arbitrary 
constant, which is to be evaluated by the condition 

(I'll') = L (I'I {ml)({m} II') = 1. (20) 
Iml 

This condition does not completely determine the 
constant, for the introduction of an arbitrary phase 
factor into the ({m) I 1') will still satisfy Eq. (20). 
I t is, of course, the same phase factor for all the {m}. 
Bearing this in mind, we can write: 

(21) 

where a,m is real, on account of the reality of the 
coefficients in Eqs. (19) and (20), and cp, is an 
arbitrary constant. But since 

(I' I {m}) = ({ m) 11')* = am ,e-;4>" (22) 

the reality of Eq. (17) follows immediately. Hence 
geE, k) is a real function of E. 

Thus, writing 

geE, k) = fa> Pk(W) dw , (23) 
_a> E - W 

we have 

+ g(k, E)~~~)(k, -E)go(k, -E), (26) 

where go(k, E) is the unperturbed single-particle 
Green function 

go(k, E) = 1/211{E - 7]k), (27) 

7]k = h
2
k2/2m - JI.. (28) 

When E = iw", the ~'s playa similar role in thermo
dynamic perturbation theory7 to the self-energy 
parts of the ground state problem.5

•
6 

Using the fact that g(k, E) is an even function of E 
[cf. Eq. (16)], we can solve Eqs. (25) and (26) for 
the ~'s: 

~i~) (k, E) = ;0 - g- /(g-g+ - 92), (29) 

~~~>Ck, E) = 9/(9-9+ - g2) (30) 

where 

g+ = g(k,E), g- = g(k, -E). (31) 

Here we encounter a difficulty which one does not 
meet in the fermion problem. The ~'s behave 
properly at infinity, and are analytic everywhere 
except at points at which g-g+ = 92

• We have been 
unable to prove that no such points exist. Thus, if we 
have determined the ~'s by using thermodynamic 
perturbation theory at a set of points along the 
imaginary axis, we may not infer the analytic con
tinuation by choosing those ~'s which behave cor
rectly at infinity and are analytic everywhere in the 
upper or lower half-plane. Rather than deal directly 
with the Green functions, which, even for fairly 
low approximations for the ~'s, would be complicated 
functions of the energy, we can choose a pair of 
simple combinations of the ~'s which are analytic 
everywhere, and use these as an intermediate stage 
in our calculation of the analytic continuations of 
the Green functions. An example of such a pair of 
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functions is 

A(E) = [2;~~)(k, E) - g~l] = -(~rg+ - 92)/9-, (32) 

B(E) = 2;~~)(k, E)A(E) = 9/9-. (33) 

These functions are analytic everywhere off the 
real axis, since the g's are analytic, and ~r cannot 

JOURNAL OF MATHEMATICAL PHYSICS 

vanish [Eq. (16)]. Further, as lEI ~ co, £r ~ liE, 
9 ~ cE-2 where c is some constant. Thus A and B 
have the correct behavior at infinity. They will be 
simpler functions of the energy, and hence it will 
be easier to choose the correct (and unique) con
tinuation. Having done this, we can determine the 
2;'s, and substitute them into the Green functions. 
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Exact Statistical Mechanics of a One-Dimensional System with Coulomb Forces. 
III. Statistics of the Electric Field * 

ANDREW LENARD 

PlCl8ma PhY8ics Laboratory Princeton University, Princeton, New Jersey 
(Received 19 November 1962) 

The statistics of the electric field in a one-dimensional "sheet" plasma is studied. It is shown that 
the electric field as a function of the space coordinate is a Markov process, whose basic probabilities 
are related to the Fourier coefficients of certain functions that play an important role in the previously 
found development of the grand partition function. Some implications regarding the statistics of 
particle locations are explored. The one-point probability distribution of the electric field is found to 
be asymptotically Gaussian in the plasma limit. It is pointed out that the one-dimensional analog of 
the Holtsmark calculation leads to an incorrect conclusion because electrostatic shielding is not 
properly taken into account. 

1. INTRODUCTION 

T HE subject of this paper is a further investiga
tion from the point of view of statistical me

chanics of a simple one-dimensional system which 
was studied in two previous papers of this series.1

•
2 

This is a system of electrically charged sheets 
capable of motion in one dimension without any 
inhibition of free crossing over each other. In I, 
the configurational partition function of the con
stant pressure ensemble was shown to be an algebraic 
expression (a rational function of the pressure) 
which was given as a sum of simple terms, the 
number of which tends to infinity with the size of 
the system. The asymptotic form in the infinite 
system limit was shown to be determined by a 
characteristic value problem of Sturm-Liouville 
type (in the case treated, the Mathieu equation). 
This problem entered in a rather indirect way, and 
its true origin was only clarified in II. In the latter 
paper the problem was worked out in the grand 

* This work accomplished under the auspices of the United 
States Atomic Energy Commission. 

1 A. Lenard, J. Math. Phys. 2, 682 (1961). This paper will 
be referred to as 1. 

2 S. F. Edwards and A. Lenard, J. Math. Phys. 3, 778 
(1962). This paper will be referred to as II. 

canonical ensemble, and use was made of the fact 
that the grand partition function can be expressed 
as an average (or functional integral) of a certain 
functional of a Gaussian random function. The 
utility of this trick lies in the circumstance that in 
this model the appropriate Gaussian random function 
cjJ(x) is just "one dimensional Brownian motion,,,3 
and is therefore a Markov process. The evolutionary 
character of this process leads to the expression 
of the grand partition function in terms of the 
fundamental solution of a certain partial differential 
equation. This equation, in turn, may be treated 
by the method of separation of variables. This way 
one arrives, in a natural manner, at the characteristic 
value problem just mentioned. 

The Markoffian nature of cjJ(x)-so essential in 
this result-is, however, left in the somewhat obscure 
status of a lucky coincidence. It must be remem
bered, of course, that cjJ(x) plays only a mathematical 
role, there being no physical significance to the 
"randomness" implicit in its definition. Neverthe
less, the question may be raised whether it is possible 
to formulate the statistical mechanical problem itself 

3 '" is displacement, x is time. 
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functions is 

A(E) = [2;~~)(k, E) - g~l] = -(~rg+ - 92)/9-, (32) 

B(E) = 2;~~)(k, E)A(E) = 9/9-. (33) 

These functions are analytic everywhere off the 
real axis, since the g's are analytic, and ~r cannot 
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vanish [Eq. (16)]. Further, as lEI ~ co, £r ~ liE, 
9 ~ cE-2 where c is some constant. Thus A and B 
have the correct behavior at infinity. They will be 
simpler functions of the energy, and hence it will 
be easier to choose the correct (and unique) con
tinuation. Having done this, we can determine the 
2;'s, and substitute them into the Green functions. 
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The statistics of the electric field in a one-dimensional "sheet" plasma is studied. It is shown that 
the electric field as a function of the space coordinate is a Markov process, whose basic probabilities 
are related to the Fourier coefficients of certain functions that play an important role in the previously 
found development of the grand partition function. Some implications regarding the statistics of 
particle locations are explored. The one-point probability distribution of the electric field is found to 
be asymptotically Gaussian in the plasma limit. It is pointed out that the one-dimensional analog of 
the Holtsmark calculation leads to an incorrect conclusion because electrostatic shielding is not 
properly taken into account. 

1. INTRODUCTION 

T HE subject of this paper is a further investiga
tion from the point of view of statistical me

chanics of a simple one-dimensional system which 
was studied in two previous papers of this series.1
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This is a system of electrically charged sheets 
capable of motion in one dimension without any 
inhibition of free crossing over each other. In I, 
the configurational partition function of the con
stant pressure ensemble was shown to be an algebraic 
expression (a rational function of the pressure) 
which was given as a sum of simple terms, the 
number of which tends to infinity with the size of 
the system. The asymptotic form in the infinite 
system limit was shown to be determined by a 
characteristic value problem of Sturm-Liouville 
type (in the case treated, the Mathieu equation). 
This problem entered in a rather indirect way, and 
its true origin was only clarified in II. In the latter 
paper the problem was worked out in the grand 

* This work accomplished under the auspices of the United 
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be referred to as 1. 
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canonical ensemble, and use was made of the fact 
that the grand partition function can be expressed 
as an average (or functional integral) of a certain 
functional of a Gaussian random function. The 
utility of this trick lies in the circumstance that in 
this model the appropriate Gaussian random function 
cjJ(x) is just "one dimensional Brownian motion,,,3 
and is therefore a Markov process. The evolutionary 
character of this process leads to the expression 
of the grand partition function in terms of the 
fundamental solution of a certain partial differential 
equation. This equation, in turn, may be treated 
by the method of separation of variables. This way 
one arrives, in a natural manner, at the characteristic 
value problem just mentioned. 

The Markoffian nature of cjJ(x)-so essential in 
this result-is, however, left in the somewhat obscure 
status of a lucky coincidence. It must be remem
bered, of course, that cjJ(x) plays only a mathematical 
role, there being no physical significance to the 
"randomness" implicit in its definition. Neverthe
less, the question may be raised whether it is possible 
to formulate the statistical mechanical problem itself 

3 '" is displacement, x is time. 
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in such a way that a Markoffian property appears 
in connection with the basic statistics involved in 
its definition. Such a view, if possible, would throw 
further light on the reasons for the inherent sim
plicity of the model, a simplicity which is not im
mediately apparent in its initial formulation. It will 
be shown that this is indeed possible, and that the 
Markoffian element in the system is just the electric 
field regarded as a function of the space coordinate. 

That the electric field plays an important role, 
was already observed in I where it was shown that 
it is most convenient to consider the total potential 
energy in the form 

1 1L V = 871" a dxE
2
(x), (1) 

where E(x) is the electric field. In more complete 
notation one should indicate also its dependence 
on the particle locations Xl, X2, ••• , XN' The explicit 
form is 

N 

E(x; Xl, X2, ••• ,XN) = -471" L 0';8(x; - x), (2) 
i-I 

where the 0'; are the charges, and 8(x) = 1 for 
x > 0, zero otherwise. Thus E(x) is a piecewise 
constant function subject to the discontinuous in
crease 471"0'; as x crosses x; in the positive direction. 
The particle positions which enter as parameters 
in (2), are random variables subject to the basic 
probability distribution (11.2).' Therefore E(x) itself 
must be considered as a one-parameter family of 
random variables or, what is the same, a random 
function. 5 

From a physical point of view it is not difficult 
to understand why E(x) is Markoffian. Loosely 
speaking, the reason is that the only information 
communicated to particles in a region x > X about 
particles in the complementary region x < X is 
just the electric field E(X) at the separation point. 
Therefore, the statistical properties of E(x) for 
x > X are dependent only on E(X) but not on E(x') 
with x' < X. This is precisely the characteristic 
property of a Markov process. 

To define E(x) completely in a statistical sense 
we do not need then the joint probability distri
bution of its values at an arbitrary number of 

4 This notation means Eq. (2) of II. 
i Frequently-used alternative terms are random process or 

stochastic process. The word "process" is well established by 
tradition and is intended to suggest that the independent 
variable is time. This is not the case in the present context, 
but we shall not make an effort to avoid traditional 
terminology. 

distinct points. Rather the following quantities 
suffice for a complete description 6 

(a) The probability p .. that E(x) = E" for any x. 
E .. is one of the possible values of the electric field 
labeled by the integer n. The probability is inde
pendent of x.7 

(b) The conditional probability p" .... (x), also re
ferred to as transition probability, that E(x+xo) =E", 
given that E(xo) = E ... It is sufficient to take x > 0, 
and the probability is independent of XO.7 

Between these quantities the following relation
ships must hold: 

p" .... (x) = L Pn./(x - x/)PI, ... (X /) (0 ~ x' ~ x), (3) 
I 

and 

(0 ~ x). (4) 

These equations have obvious probability interpreta
tion. It is also convenient to characterize the "evolu
tion" of the Markov process by infinitesimal quanti
ties. These are Cn and P ..... (m ~ n), defined as 
follows. Given that E(x) = E .. the probability that 
E(x + dx) ~ En is C .. dx. Cn is the probability per 
unit times that a change from the value E .. occurs. 
The quantities P ...... are defined by the statement 
that given a change from the state E .. in the time 
element dx the final state is E .... Analytically, we have 

Cn = - p~ ... (O), (5) 
and 

1 
p ...... = c: p~.".(O) (m ~ n). (6) 

where the dash stands for differentiation with respect 
to x. Conversely, the c .. and the P ...... determine the 
p ...... (x) via the Kolmogorov differential equations 

p~.m(x) = -p ...... (x)c ... + L p •. 1(X)CIPI, ... , (7) 
I ..... 

together with the initial condition P ...... (O) = 0 ....... 9 

The absolute probabilities p .. are then obtained as 
asymptotic limits 

Pm = limP ...... (x). (8) 

I For a general discussion of this topic see W. Feller, An 
Introduction to Probability Theory and Its Applications (John 
Wiley & SO~fiD~nc., New York, 1957), Vol. I, Chap. XVII. 

7 In the i 'te system limit. 
S It is customary to think of the independent variable of a 

Markov process as "time," because this is the case in most 
applications. Of course, in the present case, this "time" has 
nothing to do with physical time. 

g There are some subtle questions regarding the existence 
and uniqueness of solution for these equations. See reference 
6 for a discussion of this topic. 
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2. CALCULATION 

We remind the reader of the nature of the model 
and the notation used. The system is enclosed in a 
space of length L. The particles carry charges U; 

which fall into a fixed finite number of groups. We 
denote these values by u', u", etc. They are assumed 
to be integral multiples of a common unit. It is 
convenient to choose this as the unit of charge, 
and this can be done obviously in such a way that 
the various charges become integers whose greatest 
common divisor is unity. It is further assumed that 
among the various species there is one at least with 
either sign of charge. In the units chosen, the electric 
field is capable of values which are integral multiples 
of 411". To eliminate superfluous writing we consider 
then the function 

1 N 

vex) = - E(x) = - L u,8(x; - x), (9) 
411" ,-I 

which can assume only integer values. The basic prob-
ability distribution of particle numbers N', N", .. . 
and positions Xl, x2, ••• , XN (N = N' + N" + ... ) 
is given by the grand canonical ensemble (11.2). 

Our task consists of obtaining the complete sta
tistical description of vex) as given by (9). This 
means that, for any finite number h of distinct values 
X = Y. (q = 1, 2, ... , h) and corresponding integers 
n., the following probability must be specified: 

W h = Prob IV(YI) = n I , V(Y2) = n2, •.• , V(Yh) = nhl. 
(10) 

This is an infinite sequence of functions (h = 1, 2, ... ), 
each depending on its 2h variables Y. and n •. The 
Y. are restricted to lie in the interval (0, L), and it 
is convenient to arrange the indices in such a way 
that 

o < YI < Y2 < ... < Yh < L. (11) 

In principle W h is that fraction lO of the integral 
(II.3) which is consistent with the conditions indi
cated in the parentheses of (10). 

We now resort to a device frequently useful in 
probability theory. We first consider the Fourier 
series whose coefficients are the values of W h for 
different values of the n. (and fixed y.). Thus 

ll\ = .. ,~o> ... ~O> ...... ~O> W h exp (i ~ ~.n.). (12) 

Wh is also a function of 2h variables; it is periodic 
in the ~. with period 211'. It may be interpreted as the 

10 That is to say, the integral extended over the region in 
configuration space consistent with the conditions, divided by 
the complete integral. 

average value of 

exp [i t ~.v(Y.j XI, X2, ••• ,XN)]' (13) .-1 
taken over the grand canonical probability distri
bution (II.2). We have written out explicitly the 
particle variables in the manner of (2) in order to 
emphasize that the 2h variables ~. and Y. are fixed 
parameters and the averaging goes over the x;. 
We now substitute (9) into (13) and interchange 
the order of the two summations. This produces the 
quantity 

N 

II exp [-iu;Rh(X;)], 
1:-1 

where 
h 

Rh(X) = L ~.8(x - y.). (14) .-1 
We have, therefore, 

n is the grand partition function (11.3) and V N' N" ... 

is the total potential energy given, for instance, 
by (II.13). 

The quantity QWh as given by (15) bears a great 
resemblance to the expression (II.3) for the grand 
partition function. We claim that it may be similarly 
transformed into an average over the Wiener random 
function ¢(x). This representation is the following 

OWh = (exp lL dXFh(¢(X),x», (16) 

where the function Fh is given by 

Fh(¢, x) = z' exp {iu' [¢ - Rh(x)Jl 

+ z" exp {iu"[¢ - Rh(X)]l + (17) 

The meaning of the symbols is the same as in II. 
The bracket in (16) denotes the Wiener average 
over the functions ¢(x) normalized by ¢(O) = O. 
The proof of (16) proceeds along lines entirely 
parallel to the proof of the analogous formula 
(II.35), given in Sec. 4 of II, and therefore we do 
not repeat it here. The dependence of Wh on the 
2h parameters Y. and ~. is contained in Fh via R h , 

[Eq. (14) above]. 
This representation casts QWh into a general form 

(11.18) to which the theorem of Kac is applicable. ll 

11 For a statement and a proof of this theorem see II. 
References to original papers on this topic are given there. 
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Making use of this theorem we obtain then 

(18) 

where Qh = Qh (cp, x; CPo, xo) is the periodic funda
mental solution of the partial differential equation 

h 

X IT Qh(cpq+l, Y.+l;CP., Y.), (22) 
.-0 

where, by convention, CPo = 0, CPh+l = cP, Yo = 0, 
and Yh+l = L. We now inspect the typical factor in 
this product integrand. In the interval Y. < x < Y.+l 
the function F" is independent of x, namely 

[ a a2 
] A 

ax - acp2 - F,,(cp, x) Qh = 0, (19) Fh = z' exp [iu'(cp - tl - t2 - ... - t.)] 

that is to say, the solution satisfying the initial 
condition 

00 

L: o(cp - CPo + 211"1t). (20) 

For simplicity we have put the "diffusion constant" 
D = 27r/8 = 1, which merely fixes a particular 
choice for the unit of length.12 Qh is periodicl3 in 
both arguments cP and CPo with period 211". The coeffi
cient function F,,(cp, x) in the differential equation 
(19) is piecewise independent of x as shown by (17) 
and (14). This gives the clue for a further reduction. 

We note, first of all, that Q" as a fundamental 
solution has the propagation property 

Q,,(cp, x; cpo, xo) 

= r: dcp' Qh(CP, x; cP', x')Q"W, x'; CPo, xo), (21) 

valid for any x' inside the interval (xo, x). We may 
apply this relation repeatedly, choosing as the inter
mediate points Yl, Y2, ... , Yh all contained in the 
interval (0, L). Thus 

Qh(CP, L; 0, 0) = r: dep" ..• r: depl 

+ z" exp [iu"(cp - tl - t2 - ... ta)] + ... . (23) 

It is just the function F(cp) (without SUbscript) de
fined by (11.36), with an argument displaced by 
h + t2 + ... + tq, 

Fh(cp, x) = F(cp - ~I - t2 - ... - t.), (24) 

as long as x is in the interval (Ya, Ya+l). Thus F" 
is a step function of x, the change at each x = Y. 
being a displacement by to in its first argument. 
The importance of this observation lies in the fact 
that we have already solved (19), with F replacing 
F h , in II, the solution being the function Q = 

Q(cp, x; CPo, xo) (without subscript). Explicitly, 

Qh(cp, x; CPq, Ya) = Q(cp - tl - t2 - ... 

- t., x; CPa - tl - tz - ... - ~a, Yo). (25) 

Thus (22) and thence (18) may be expressed in 
terms of the function Q alone. A further simplifi
cation occurs on account of the periodicity of all 
functions in their cP arguments. These occur as inte
gration variables always over the complete period 
(-11", 11"). Hence appropriate substitutions cP ~ (cp + 
constant) may be used to simplify matters. In this 
way the following expression is obtained for W,,: 

_ f deph+1 f dCPh ... f dCPl IT Q(CPO+l + ta+l, Yq+l; CPq, Yo) 
W - .-0 (26) " - . f dcp Q(cp, L; 0, 0) 

Here and in all the following, the integrals over cP 
go from -11" to 11", th+l = 0, by definition. The 
denominator is just the grand partition function 
given in (11.61). Note that the function Q depends 
only on the difference of its two space arguments. 

At this point it is convenient to remove the de
pendence on the boundaries of the system. This is 
manifested by the fact that all h + 1 variables 

I' It is 27rao'/o, where 170 is the unit of charge. 
13 In II at first a function was introduced which was not 

periodic. However, for the case of integer charge numbers, 
which is of sole interest here, only its periodic conterpart plays 
a role. (Cf. II, Sec. 5.) 

Y. (q = 1, 2, ... , h + 1) occur in Who In contrast, 
one would expect that if the "observation points" 
Y. (q = 1, 2, ... , h) are chosen very far from both 
boundaries of the large basic interval (0, L), Wh 

will depend only on the relative positions of these 
points (with respect to each other, but not with 
respect to the boundaries). Mathematically, this 
means the following limit: 

J~: : ~_I fixed (q = 2,3, ... ,h) (27) 

1L - Yk ~ co. 
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In order to carry this out we need the asymptotic integrations can then be carried out trivially, and 
behavior of Q(q" x; q,o, xo) for x - XI) ---+ (x). We the following final result is obtained: 
assume that this function can be expanded in the h-I 

series W h = e--Y·(Yl-V,) An,A-n. II A" ..... +'(Y.+l - y.). (33) 

(28) 

where y ... (q,) and 'Ym are the characteristic functions 
and values respectively of the problem (II.62) with 
periodicity condition (II.63) normalized by (11.64), 
and assumed to form a complete set of periodic 
functions. a It is further assumed that there is a 
real positive characteristic value 'Yo such that 
'Yo > Re 'Ym for m ;::: 1. Then in the limit (27) only 
the first term in the sum (28) survives both in the 
denominator of (26) and in the two extreme factors 
of the numerator. The result is 

11\ = e-'I'·(··-·d J dq,h •.. J dq,1 YO(q,h) 

A-I 

X II Q(q,Q+l + ~Q+I' Y.+l; q, •• Y.)YO(q,l + ~I)' (29) .-1 
We shall retain the notation WI> to mean the limit 
in the sense of (27). 

The last step in the calculation is the recovery of 
the probabilities W h which are the Fourier coefficients 
in (12). We have15 

W h = ~ J d~h •.• J d~, Wh (21/') 

(30) 

This result can be expressed simply in terms of the 
Fourier coefficients of the functions Q and Yo. Let 
us write 

~ 1 ., '" 
Q(q" x; q,o, xo) = 21f ,,~ .. "'~ .. A", ... (x - xo) 

X exp [i(mq, - ncf>o)J, (31) 

and 

1" . 
Yo(q,) = (21f)1 n~., An exp (~ncf». (32) 

.-1 
Some general properties of the stochastic process 
with the h-point distribution functions (33) will now 
be discussed, 

3. GENERAL STATISTICAL PROPERTms 

(i) The stochastic process vex) is stationary. This 
means simply that all statistical properties are in
variant under an arbitrary displacement, or in other 
words that all distributions WI> depend only on the 
differences between the h variables Ya' This is evident 
from the explicit formula (33) just obtained. It 
corresponds to the spatially homogeneous nature 
of thermal equilibrium (when the influence of the 
boundaries is removed by a limiting process). 

(ii) Independence of distant parts. This means that 
random variables relating to distant points or regions 
are statistically independent. The mathematical ex
pression of this property is the following asymptotic 
relation 

Wh(Yl, Yz, '" ,Yh) 

,....., W k(Yl, . .• ,Yk) W h-h(YH l' ••• ,Yh) (34) 

in the limit Yk+l - Yk ---+ ex>, all other differences 
Ya+l - Y. being held fixed. This property (the 
"product decomposition rule") is seen to follow from 

(X ---+ (X) (35) 

which itself is a consequence of the fact that in the 
limit indicated, the m = 0 term of (28) gives the 
asymptotic form of Q. Other quantities that satisfy 
the product decomposition rule are the reduced 
density functions discussed in Section 7 of II. 

(iii) vex) is a Markow process. This means that the 
conditional probability 

W h+l(n1 ,Yl;nZ,Y2; ... jnh,Yh;nh+l,Yh+I) 
Wh(n l , YI;nZ , Y2; ... ink, Yk) 

is, in effect, independent of n., Y. (q = 1,2, ... h - 1) 
Substitute this into (29) and then into (30). The and of h( = 1, 2, 3, ... ). This is immediately verified 

from (33), and one finds for the transition probability 

14 It would be desirable to have a proof of this assumption. 
The difficulty is that in general the characteristic value 
problem is not Hermitian. The author has searched in vain 
for a rigorous argument that would replace the usual one for 
the Hermitian case. It may be worth pointing out that there 
is no difficulty in the special case 0" = 1, 0''' = - 1 studied in 
I. (Cf. the remarks at the end of Sec. 5 of II.) 

16 It is assumed that the inversion of the order of the 
operation (30) with the limiting process (27) is legitimate. 

W 2(n, 0; m, x) = p (x) = e-'I"" A ...... (x)A_.... (36) 
W1(n) ".'" A_" 

This formula, together with the absolute (Le., one
point) probability 

(37) 
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gives a complete specification of the Markov infinite coupled system of ordinary differential 
process vex). equations 

(iv) Reversibility. This property is an expression 
of the fact that the x axis has no inherently dis- aA~;(x) + m2 A", ... (x) - ~ z"A", .. _,,(x) = 0, (44) 
tinguished direction associated with it, or, in other 
words, that the statistical properties of vex) are with the initial conditions 
identical when viewed either in the direction of in
creasing or decreasing x. Mathematically, this is 
expressed by the identitiesl6 

Wh(nl, YI;n2 , Y2; ... ;nh, YA) 

= W,,( -n", -Yh; ..• ; -n2, -Y2; -nl, -YI)' (38) 

For h = 1 this is manifestly true as seen from (37). 
For h 2 2 it is true if and only if 

A ...... (x) = A_m._ .. (x), (39) 

as one verifies in (33). 
(v) The process vex) is irreducible. By this we 

mean that no combination of values for the n. has 
zero probability. Mathematically, W h > 0 for anyl7 
combination of arguments. For this it is sufficient 
to show that 

A",,,,(x) > 0 (x> 0), (40) 
and 

An> 0, (41) 

for all values of the indices. 
Regarding these properties we make the following 

remarks. The first two are quite intuitive and verified 
easily. The third, the Markoffian property, is also 
quite reasonable, as was pointed out in the intro
duction, and its verification is immediate. On the 
other hand, the last two of the above mentioned 
properties, while also quite reasonable, are not so 
easy to verify. In order to do that, one must have 
recourse to the definition of the Fourier coefficients 
An, ... (x) and An. The function (j satisfies the partial 
differential equation 18 

( a a ~ i""')Q~ ax - acp2 - '7' z"e = 0, (42) 

with the initial condition 

'" 
(j(cp, xu, CPo, xo) = L o(cp - CPo + 21m). (43) 

110--<0 

From this we have for its Fourier coefficients the 

16 Originally we defined WA only for Yo > O. However, in 
the limit when stationarity holds this restriction can be re
moved in a trivial way. 

17 We remind the reader that Wl\ is defined for all y. dis
tinct. Our statement is not contrary to W h -> 0 with fixed 
nq and some y's tending to each other. 

18 We use a notation where the index q labels the various 
particle species, (T = (TI, (Til, etc. 

A ... m(O) = 0 ....... (45) 

Similarly, from the characteristic value equation 
(11.62) for the function Yo(cp), we get for its Fourier 
coefficients the infinite number of coupled homo
geneous linear equations 

(46) 

It is from these equations that (39), (40), and (41) 
must be derived. 

The theory of the system (44) is not quite obvious 
because an infinite number of variables are involved 
and there is no way to reduce the problem to a 
successive solution of a finite number of them at a 
time. A number of rigorous results concerning this 
system are to be found in the Appendix of this 
paper, including a proof of the symmetry (39) as 
well as (40) and (41). 

In conclusion we give the quantities Cn and P ... m 

that characterize the Markov process vex) in a dif
ferential sense. From (5) and (36) together with 
(44) and (45), it follows that 

c .. = 'Yo + n 2
• (47) 

Again, from (6) we get similarly 

p ... m = zm-.. A-... /('Yo + n2
)A_" (nl¢ m). (48) 

In view of (46) the sum of (48) over all m is unity, as 
it must be on account of its probability significance. 

4. PARTICLE PROPERTIES 

If the electric field vex) changes by an amount 0' 

when x traverses the element dx in the positive 
direction, there is a particle of charge 0' in this ele
ment. Therefore, the statistical properties of vex) are 
intimately associated with the statistical properties 
of the particles that make up the system. In the 
following we discuss some of those properties which 
are easiest obtained by making use of the results 
derived above. 

Let w,,(x) denote the conditional probability that 
the electric field is constant in the interval (0, x), 
given that v(O) = n. Because vex) is Markoffian, 
we have 

w .. (x + x') = W,.(x)wnex'). (49) 

Furthermore, by the definition of c,. [cf. Sec. 1], 
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Wn(X) = 1 - c"x + o(x) 

Therefore, 

(x ~ 0). (50) X exp [-0"~(X2 - Xl) - (0"1 + 0"2)2(Xa - X2) - ... ]. 

This is the probability that in the interval (0, x) 
there are no particles, given that the electric field 
is n. Since different values for n are mutually ex
clusive possibilities, the sum 

L Pnw,,(x) = L AnA-n exp [-(-Yo + n2)x] (52) .. .. 
represents the probability that (0, x) contains no 
particles (regardless of the electric field). We observe 
that for large x, the asymptotically dominant term 
is n = O. Thus a large gap between particles is over
whelmingly19 likely to contain no electric field. 

In an entirely analogous manner we may calculate 
the probability density that there are particles of 
charges 0"1, 0"2, ... in the elements dXl, dX2, ..• 
and no other particles, inside some interval (0, l). 
This is 

L P nwn(xl)cnPn.n+a,W"H,(X2 - Xl) 
n 

The terms in the sum are the contributions from the 
various possible values the electric field may have, 
at X = O. This expression may be written in a some
what simpler form by substituting into it (37), 
(47), and (48). It becomes 

Za,Za. '" L" AnA_(n+a,+a.+" ,)Wn(Xl) 
n 

X W .. H,(X2 - xl)Wn+a,H.(Xa - X2) (54) 

Let us denote this sequence of functions by ea,(xl), 
eV,V.(xl, X2) •..• In addition to the indicated vari
ables, they also depend on the size 1 of the chosen 
region. Conforming to this notation we may com
plete this hierarchy of functions by defining eo as 
the quantity (52), the probability that there are 
no particles at all in this region. 

How do these functions depend on 1? One sees 
easily that as 1 ~ co they all tend to zero expo
nentially. However, it is an interesting fact that 
in this limit their ratios tend to finite values, de
pending only on the relative positions Xl, X2, 
Indeed, making use of (51), one verifies that 

I: ( ) - l' ea.a .... (xl , X2 , ••• ) "'v,v ... • Xl, X2, ... = 1m 
l_CX) eo 

19 In the sense that the probability of the opposite pos
sibility is exponentially small relative to the former as x -+ CD. 

(55) 

It should be stressed that the functions ~'M"" thus 
introduced are not conditional probabilities because 
the numerators and the denominator refer to 
mutually exclusive possibilities. They are, however, 
non-negative and satisfy the product decomposition 
rule (cf. above). The argument of the exponential 
function is just the total potential energy of the 
charges 0"1, 0"2 ••• placed at points Xl, X2 ... divided 
by the temperature (in the units chosen). These 
are general properties of the ~ functions, not merely 
depending on our model. The explicit verification 
of the formula (55) illustrates a state of affairs 
recently discussed by Green20 who has pointed out 
the interrelations of these functions with the 
hierarchy t a'v .... discussed in Section 7 of II. We wish 
to call attention in this connection to an interesting 
aspect of self consistency in statistical mechanics: 
The distribution of particle positions in a large21 

region, emptied by some fluctuation of all other 
particles, is just the canonical distribution.22 

We now raise the question of the probability dis
tribution of the "gap size" between two particles 
whose charges are known. The quantity 

L p .. -v,c,,-v,Pn-v, .nW,,(X2 - Xl)CnP ... n+v. dXl dX2 .. 
= L A .. -v,A-n-a.zv,zv. .. 

X exp [-(-yo + n2)(x2 - Xl)] dXl dX2 

represents the probability that there are two particles 
of charges 0"1 and 0"2 in the elements dXl and dX2 
respectively (X2 > Xl), and that there are none in 
between. We now take Xl < 0, X2 = Xl + 1 > 0 
and integrate over all values consistent with these 
conditions. This gives the probability that the origin 
(or any other chosen point) is between two particles 
of charges 0"1 and 0"2 whose distance from each other 
lies in the interval (l, 1 + dl): 

Zv,Za. L A .. -v,A_ .. - a• exp [-('Yo + n2)1]1 d1. (56) 
" 

By means of (46) it is easily verified that the sum 

20 M. S. Green, "Some Applications of the Generating 
Functional of the Molecular Distribution Functions," 
Lectures in Theoretical Physics held at the University of 
Colorado in 1960 (Interscience Publishers, Inc., New York, 
1961), Vol. III. 

21 Large, but still small compared to the over-all system 
size L. Mathematically, we have let L -+ CD first and then 
l -+ CD. It is essential to keep this order of limits in mind. 

22 The number of particles considered must however, 
remain small compared to the mean number in the region of 
size l. Thus in (55) the particles are fixed and l -+ CD. See also 
the remarks of Green, reference 20. 
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of (56) over all <11 and <12 when integrated over alll 
in (0, CD) is just unity, as it must be because this is 
just the total probability of an exhaustive set of 
mutually exclusive events. If (56) is summed over 
<11 and <12 one obtains the probability distribution 
of gap size regardless of the species of particles at 
the two ends.23 This is 

L AnA-n('Yo + n2? exp [- ('Yo + n2)l]l dl. (57) 

An interesting identity emerges from this. The mean 
inverse gap size, formed with the probability dis
tribution (57), is 

~ AnA-n('YO + n2
)2 lo'" exp [('Yo + n2

)l] dl 

L AnA-n('Yo + n2
) 

L An L zaA-n-a, (58) 

where in the last step (46) was used again. Re
writing this in terms of the definition (32) of the An 
as Fourier coefficients, it becomes 

~ Za L ..... y~(rp) exp (i<1rp) (59) 

which according to (11.107), is just the total number 
density. 

5. THE PLASMA LIMIT 

In this section we shall give an application of the 
foregoing calculations to a more special problem. 
What is the one-point probability distribution of the 
electric field in the "plasma limit"? This limiting 
condition24 obtains when the particle kinetic energy 
is large compared to the potential (or electrostatic) 
energy, so that in the first approximation particles 
move independently of each other. The question 
raised here is thus the analogue for our model of 
the problem first worked out for a real charged
particle gas by Holtsmark.25 Nevertheless, it will 
be seen that the solution is in some respects entirely 
different. To bring out this difference we shall at 
first present a calculation patterned closely on the 
Holtsmark argument, one which in this case leads 
to an irrelevant conclusion. 

In all that follows we shall restrict ourselves to 
the special case of a two-component gas with 

23 The probability that some chosen point lies inside a gap 
whose length is in (l, 1 + dl). This must be distinguished from 
the probability that a "randomly chosen" gap has size in 
(l, 1 + dl). The two quantities differ by a factor proportional 
to 1. 

24 Discussed in Sec. 8 of I and Sec. 6 of II. 
25 J. Holtsmark, Ann. Physik. 58, 577 (1919); Physik. Z. 

20, 162 (1919), and 25, 73 (1924). 

<1 = ±1.26 As pointed out in II, it is no loss in 
generality to set Zl = Z-l( =Z, for short) in this 
case. The characteristic equation for Yo(rp) is then 
just the Mathieu equation 

[d2jdrp2 + 2z cos rp]Yo(rp) = 'Yoyo(rp). (60) 

The plasma limit occurs when Z is very large.27 

Following Holtsmark, let us assume then that the 
interaction between particles may be entirely neg
glected. Thus N particles of charge <1 = 1 and N 
of charge u = -1 are uniformly and independently 
distributed in the "box" (0, L). Let x be any point 
inside this interval. The probability that N1 positive 
and N2 negative particles are in (0, x), and the rest 
in (x, L), is, according to our assumption, just the 
product of two binomial distributions 

In this case vex) = N1 - N 2 • Therefore, if n be 
any integer between -Nand N, the probability 
P n that vex) = n is just the sum of (61) over all N1 
and N2 subject to the conditions 

1
0 ::; NJ ::; N, 

° ::; N2 ::; N, 

N1 - N2 = n. 

(62) 

The characteristic function, or Fourier series, cor
responding to the probability distribution p .. is 
easily shown to be28 

N 

Q(~) = 1: P n exp (in~) 
n=-N 

= (P2 + q2 + 2pq cos ~t, (63) 

where p = x/L and q = 1 - p. From the inversion 

P n = i1l" L ...... d~ (P2 + q2 + 2pq cos ~)N, (64) 

we want to obtain P n in the infinite system limit. 
This means N ---> ro, L ---> CD with a fixed ratio N / L. 
The observation point x must also recede from the 
boundaries so we take p and q as fixed. The integrand 
in (64) is, for large N, a sharply peaked function 
around ~ = 0; hence in the usual way we approxi
mate the integral by replacing the integrand by the 
appropriate Gaussian exp (_pq~2). This gives 

Pn r'-J const. exp ( - 4;:q) (p~ q~x:). (65) 

26 This is the case considered in I. 
27 In ordinary units, zIJ/27ru2 very large. This implies 

'Yo = P /27ru2 very large, where P is the pressure. 
28 This is just the function W1(x, ~), in the present approxi

mation scheme. 
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Regarding this result we make the following 
observations: (65) still depends on p which must be 
interpreted to mean that the influence of the bound
aries is not completely eliminated. This is unphysical, 
but one could argue on grounds of symmetry that 
the true approximation should have p = q = ! 
in this formula. There is, however, a more serious 
objection. The mean square electric field (or poten
tial energy per unit length) as calculated from (65) 
is proportional to N. Therefore, the total potential 
energy is found to be proportional to N 2 instead 
of N, as all extensive quantities should. This must 
be regarded as a failure of the "Holtsmark method" 
to give a workable approximation for the electric 
field distribution in the one-dimensional plasma. 

It is true that the mean square electric field is 
infinite in the three-dimensional case too. But that 
is for a different reason, namely because the electric 
field becomes large too fast as a particle approaches 
the observation point. In contrast, this effect is 
absent in the one-dimensional model; here the large 
electric fields arise from the many distant particles. 
Our calculation shows that complete independence 
of particles is in this case insufficient to give the 
necessary charge cancellation. The lack of proper 
decrease of the electric field due to a single particle 
is responsible for this state of affairs. 

From a mathematical point of view, we have 
inadmissibly interchanged two limiting processes. 
One is the infinite system limit. As always in sta
tistical mechanics, this must be carried out first. 
The second is the plasma limit which may be inter
preted loosely as saying that particles become inde
pendent of each other. The Holtsmark method corre
sponds to an interchange of the order of these limits. 
This is legitimate in the real plasma problem, but 
not in the one-dimensional case, as we have just 
seen. 

Let us now see how the correct approximation 
to Pn may be obtained. According to (37) and (32), 
we need the Fourier coefficients of yo(cp) defined in 
the present case by the Mathieu equation (60). 
It is known that in the limit of large z, the function 
yo(cp) has sharp maxima at cp = 0 and points dis
placed by multiples of 271". In this limit we have29 

(z ~ CD). (66) 

Let us then approximate yo(cp) by a Gaussian, const. 
exp (_!Kcp2), near cp = 0, and determine the 
constant K by substituting into (60) and making 

29 These are the first two terms of (1.52). For a derivation 
see the reference given in I. A not quite rigorous derivation is 
given in Sec. 6 of II. 

use of (66). The equation is satisfied near cp = 0 
if K =z' ,...., (ho)'. Now we calculate the Fourier 
coefficients An, and so the following result emerges: 

P n ,...., const·exp [-n2/(ho)'j. (67) 

In the plasma limit the electric field distribution is 
Gaussian. 

This result bears some resemblance to the in
correct (65), but we must remember that the 
"cutoff" in the distribution (67) comes from the 
physical parameter 'Y0

30 which, though large in the 
plasma limit we are considering, is certainly small 
compared to N which characterizes the system size. 
The order of magnitUde relations 1 « 'Yo « N cor
respond to the proper order in which the asymptotic 
limits N ~ CD, 'Yo ~ CD are carried out. 

In conclusion, let us point out that the correct 
value for the mean squared electric field is obtained 
from (67). Since 'Yo is large we may approximate 
sums over n by integrals. If this is done and the 
proper units are restored for the dimensional quanti
ties, one obtains for the potential energy per unit 
length, the quantity 7I"U

2 (ho)1 which is consistent 
with the dominant potential energy term of (1.56). 

APPENDIX 

We shall present some rigorous results on the 
coefficients An.m(x) and An. These are needed to 
establish some of the properties discussed in Sec. 3. 
Equations (44) together with the initial conditions 
(45) will be taken as the definition of the An.m(x). 
We shall prove the following: 

Theorem. The infinite coupled system of differential 
equations (44) has a solution reducing to the initial 
values (45). If An.m(x) is bounded in m, the solution 
is unique. For this solution the symmetry (39) and 
the positiveness condition (40) hold. 

We first convert the differential system (44) and 
the initial condition (45) into the system of integral 
equations 

An.m(x) = Ott.m exp (- m
2
x) + f dx' 

X exp [- m2(x - x') j L: zuAn.m-u(x'). (68) . 
Consider its formal iteration series 

30 The pressure in a suitably chosen unit. 
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X exp [-n2(x-x l ) -(n-0"1)2(XI-X2) - (n- 0"1-0"2)2X2 ] 

+ ... . (69) 

Let M == LO' ZO'. It is evident that the kth term of 
the series is less than 

x IX' 1 X 0-. (MX)k 
Mk i dX I 0 dx2 ••• 0 dXk = ~. (70) 

Therefore the series converges. Moreover, by the 
Weierstrass "M test," it converges uniformly in the 
subscripts and x in any finite interval 0 ~ x ~ Xo. 
Hence it actually gives a solution to the system (68). 
Term-by-term differentiation is also legitimate. This 
proves the first part of the theorem. 

Assume now that there are two solutions, both 
of which are bounded in m and satisfy the same 
initial conditions. Let the difference be denoted by 
.1 .. (x). Then we have 

Let b(x) stand for the least upper bound (in m) of 
1.1 .. (x)I; it is a Lebesgue measurable function.31 From 
(71) follows that 

1.1 .. (x) I ~ M i" dx' b(x'), (72) 

and this implies 

o ~ b(x) ~ M f dx' b(x'). (73) 

Lemma 1. The only Lebesgue measurable function 
that satisfies the inequalities (73) for all x on an 
interval 0 ~ x ~ Xo is identically zero there. 

To prove this we note that the right-hand side is a 
nondecreasing function of x. Hence 

o ~ b(xI) ~ M i" dx' b(x') , (74) 

for all Xl and x such that 0 ~ Xl ~ X ~ xo. Let 
then b(x) stand for the least upper bound of b(xI) 
for 0 ~ XI ~ x. It is also measurable, and obviously 

o ~ b(x) ~ M i X 

dx' b(x') 

~ M iX 

dx' b(x') ~ Mxb(x), (75) 

31 It need not be continuous, in principle, even if all .lmex) 
are differentiable any number of times. 

because b(x) is nondecreasing. From b(x) ~ Mxb(x) 
it follows that b(x) = 0 for 0 ~ X < M- I

• The vanish
ing of b(x) in succeeding intervals (n - 1)M-1 ~ 
X < nM-I (n = 2, 3, ... ) is then easily shown by 
induction. This proves Lemma 1. 

We now conclude that .1.. = 0 identically in 
m and x. This proves the uniqueness of the solutions. 

It may be worthwhile to note that without the 
demand of boundedness32 uniqueness does not hold; 
in fact there is then a vast class of solutions satisfy
ing th~ same initial condition. For instance, in the 
case when only Zl and Z_I are different from zero, 
one may take .1o(x) and .11(x) any indefinitely dif
ferentiable functions which vanish with all their 
derivatives at the origin [such as exp (-l/x)]. Then 
.1 (x) .13 (x) ... may be computed in succession 2, , • 

by differentiating (71). Hence they become fimte 
linear combinations of .1o(x) and .11 (x) as well as 
their derivatives, so that they vanish at x = 0 
without being identically zero. Similarly one may 
determine .1_ I (x), .1_2 (x), ... in succession. Our 
argument shows that for such a sequence of func
tions uniform boundedness in any interval 0 ~ , 
x ~ Xo is not possible. 
. The symmetry (39) is verified directly on each 
term of the series (69). 

Finally we come to the positiveness property. All 
terms in (69) are manifestly nonnegative. Thus it is 
sufficient to show that for any nand m there is at 
least one term in the series that is actually positive. 
This depends on showing that there is an integer 
k and k choices 0"1, 0"2, ... , O"k (with repetitions 
allowed) among the specified 0" values such that 
n = m - 0'1 - 0"2 - ••• - Uk. The truth of this 
depends on an elementary number theoretical 
proposition. 

Lemma 2. Let 0"1, 0"2, ... , O"h (h ~ 2) be a set of 
distinct, nonvanishing integers such that among them 
there is at least one of each sign and that they have no 
nontrivial common divisors. Then any integer n may 
be written in the form 

n = k10"1 + k2 0"2 + ... khO"h (76) 

where the k, are nonnegative integers. 

We remind the reader that our charge numbers 0", 

satisfy the hypotheses of the Lemma. 
We shall prove this by induction on h. Let h = 2. 

Let the function r(kl' k2 ) be the remainder of klO"I + 
k2 0"2 upon division with 0"10"2. Thus r is capable of 

112 In view of the fact that our An, ... (x) serve as coefficients 
in a Fourier series boundedness is, of course, necessary for 
convergence. In actuality there is a rapid decrease with the 
subscripts m and n. 
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values in 0 ::::; r ::::; 10"10"21 - 1. Let us restrict the 
variables kl and k2 by 0 ::::; kl ::::; 10"21 - 1 and 
o ::::; k2 ::::; 100d - 1, and consider the values of r 
on these 10"10"21 ordered pairs (kl' k2). Suppose 
r(kl' k2) = r(kf, k~). This means that the number 
(k l - kj)O"I + (k2 - k~)0"2 is divisible by 0"10"2, 
and in particular by 0"2' Since the second term is 
divisible by 0"2, so must the first. But by assumption 
0"1 and 0"2 are relatively prime, so that kl - kr is 
then divisible by 0"2. Now, Ikl - kfl ::::; 10"21 - 1, 
hence this is possible only if kl = kf. Similarly, 
k2 = k~. Thus, for distinct pairs (kl' k2) and (k{, kD 
the function r assumes distinct values. Hence all 
possible values for r are actually assumed, since their 
total number is equal to the total number 10"10"21 
of distinct pairs (kl' k2 ). 

Let now n be an arbitrary integer and write it 
in the form n = qO"I0"2 + r with q and r integers 
and 0 ::::; r ::::; 10"10"21 - 1. We have just shown that r 
may then be always written klO"I + k20"2 where 
both kl and k2 are nonnegative. But qO"I0"2 itself may 
be regarded as either a nonnegative multiple of 0"1 or 
a nonnegative multiple of 0"2, since by assumption, 
0"1 and 0"2 have opposite signs. This produces the 
desired representation of n, and the lemma is proved 
for h = 2. 

Let now h ~ 3 and suppose the lemma to hold 
for h - 1. Label the O"'s so that already among 

0"1, 0"2, ••• , O"A-l there is at least one of each sign; 
and further let d be their greatest common divisor 
(which mayor may not be equal to Ii but if not, it 
does not divide 0",,). We now apply the lemma to the 
h - 1 numbers O"Jd (i = 1,2, ... , h - 1). Thus non
negative k, exist such that -Sg(O"A) = L:~:! k,O"Jd. 
On the other hand the lemma also applies to the 
two numbers 0"" and -d·sg(O",,). Thus if n be any 
integer, we have n = KIO"A - K2·d·sg(O"h) with non
negative Kl and K2. But then n = KIO"" + K2 L:~:! kiO", 
which gives the desired representation of n. This 
completes the proof of Lemma 2, and with it the 
proof of the theorem. 

A similar argument can be made to show that all 
coefficients An > O. We first note that from (35) 
follows33 the weaker inequality AnA", ~ 0, so that 
no two Am can have different signs. Conventionally, 
we may take An ~ 0.34 Not all An vanish, so let for 
instance Ak > O. It follows from (46) that AkH > 0 
for all choices of 0". Continuing this argument, 
AkH,H. > 0 for all choices of 0"1 and 0"2, and so on. 
However, from Lemma 2 we see that the subscripts 
which are reached this way exhaust all integers, 
and from this (41) follows. 

aa Note, however, that we do not have a rigorous general 
proof of (35). See also footnote 14. 

84 Since a factor of modulus one is arbitrary in yo(q,). 
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Some mathematical aspects of the generalized master equation are discussed. The resolvent operator 
is expanded in terms of a two-body scattering matrix and this result is used to express the quantities 
in the generalized master equation in terms of expansions in the scattering matrix. The expansions 
are utilized in studying the density dependence of these quantities. 

ONE of the main problems of nonequilibrium 
statistical mechanics is the evaluation of the 

formal correlation function expressions for transport 
coefficients first obtained by Green. l Work in this 
direction has been done by a number of authors2 
using a variety of techniques. The generalized master 
equation of Van Hove3

•
4 is useful in this respect, 

and certain of its mathematical aspects will be in
vestigated in this paper. Applications to the problem 
of transport in gases will be discussed in a subse
quent paper. 

In order to make practical calculations of transport 
coefficients using the generalized master equation, 
it is necessary to expand the quantities which appear 
in it in powers of a suitable small parameter. The 
derivation of a generalized master equation given 
by Van Hove is based on an expansion of the re
solvent operator in powers of the interaction, which 
results in perturbation expansions for the quantities 
of interest. If the interaction between particles is 
weak, then these expansions are useful. If, however, 
the interaction contains an infinite repulsive core, 
then divergences appear in the above expansions 
and complicated summations of infinite series must 
be performed to get expansions in terms of a bounded 
operator-the two-body scattering matrix or t 
matrix. In fact, it is only in the lowest order in 
density that the above summations can easily be 
carried out.4 In a recent paper5 the author derived 

* This work was supported by the National Science 
Foundation. 

t Based on part of the author's dissertation submitted to 
Lehigh University in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy, October, 1961. 

t Present address; Chimie Physique II, Universitk Libre 
de Bruxelles, Bruxelles, Belgium. 

1 M. S. Green, J. Chern. Phys. 22, 398 (1954). 
2 S. Fujita and R. Abe, J. Math. Phys. 3, 350 (1962) and 

references therein. 
3 L. Van Hove, Physica 23, 441 (1957). An extension of 

the work of Van Hove can be found in A. Janner, Helv. Phys. 
Acta 35, 47 (1962). 

• L. Van Hove, in La Theorie des Gaz Neutres et [onises, 
edited by C. DeWitt and J. G. Detoeuf (John Wiley & Sons, 
Inc., New York, 1959). 

• R. J. Swenson, J. Math. Phys. 3, 1017 (1962). Future 
reference to this paper is denoted by 1. 

a generalized master equation without recourse to 
perturbation theory and these results will be used 
below to obtain t-matrix expansions for the quantities 
of interest. In addition to being useful when the 
interaction contains an infinite repulsive core, these 
expansions are convenient for discussing the density 
dependence of the desired quantities. In similar 
contexts, Resibois6 has discussed a binary collision 
expansion for the quantum mechanical three-body 
scattering problem and Fujita7 has discussed a 
binary collision expansion of the quantum statistical 
pair propagator. 

The resolvent operator will be expanded in terms 
of a t matrix or scattering matrix, an expansion first 
given by Watson.s This is used with the results of I 
to obtain the desired t-matrix expansions. These 
expansions are then expressed in terms of diagrams 
and the density dependence discussed. 

The Hamiltonian for a system of N particles in 
a volume V with density c = N IV is written 

(1) 

where Ho is the free-particle Hamiltonian and Hl 
is assumed to be of the form 

Hl = L: v(ri' r j ) == L: v (ij) , (2) 
i<i i<i 

where rk is the position of the kth particle and 
v(r" rj) is the interaction between particles i and j. 
In order to save writing, define 

L: v(ij) = L: v(/L); 
i<i 

that is, two-particle operators are indicated with 
only one label. Matrix elements will be computed 
in the representation furnished by the eigenvectors 
of H o, 

6 P. Resibois, Physica 27, 33 (1961). 
7 S. Fujita, Physica 27, 930 (1961). 
8 K. M. Watson, Phys. Rev. 103,489 (1956). 

(3) 

544 
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Our analysis is based on the properties of the 
resolvent operator RI

3
,9 defined by 

R, = (H - n-', (4) 

where l is a complex number. R, is related to the 
unitary time transformation operator according to 

exp [-iHt/h] = (211'i)-' Ie dlR1 exp [-ilt/h], (5) 

with C a counterclockwise contour enclosing a suffi
ciently large portion of the real axis. Let us define 
a transition probability pet I PPo) by'O 

Pct I PPo) == (Pol exp [iHt/h] Ip) 

x (pI exp [- iHt/h] IPo). (6) 

Clearly P(O I PPo) = {/r(p_po), with {)kr a Kronecker 
delta function. Combining Eqs. (5) and (6), we find 

P(t I PPo) = - (211'f2 Ie dl dl' 

X exp riel - l')t/h]Xll,(ppo) , (7) 

having defined X by 

Xll'(PPo) = (Pol Rz Ip)(pi R z , IPo). (8) 

The generalized master equation is an identity satis
fied by the partial transition probability PE(t I PPo), 
which in turn is defined as 

PE(t I PPo) = (211'2)-' L: dE' 

X exp [2i(E' - iTJ)t/h]XE+E'-i",E-E'+i"(PPO), (9) 

with 1/ a small positive number. For t > 0 we have 
the relation 

The identity in question is 

dPE(~! PPo) = fECt I p){)kr(p - Po) 

+ 211' ~ { dt' [WECt - t' I pp') 

X PE(t' I p'Po) - WECt - t' I p'p)PE(t' I PPo)]. (10) 

This generalized master equation is a consequence 
of the following identity for X: 

'N. M. Hugenholtz, Physica 23,481 (1957). 
'0 It should be noted that this definition for pet I PPo) is not 

coarse-grained. Van Hove's work utilizes a coarse-grained 
probability; whereas in reference 5 this "fine-grained" prob
ability is used. 

(l - l')X1Z'(PPo) = FII'(p){)kr(p - Po) 

- i L [Wll'(pp')Xw(p'po) 
p' 

- Ww(P'p)XlI'(PPo)], 

where we have introduced 

(11) 

Wll'(PP') == iFll'(P)Ww(PP'), (12) 

and Wand F will be defined below [Eqs. (35) and 
(36)]. The quantities WE and fE which appear in 
Eq. (10) are given in terms of Wand F according to 

fE(t I p) = i(211'2h)-1 L: dE' 

X exp [2i(E' - iTJ)t/hlFE+E'-i",E-E'+i"(P), 

and 

WE(t I pp') = (211'2h2
)-1 L: dE' 

X exp [2i(E' - iTJ)t/h]WE+E'-i",E-E'+i"(PP'). 

It is the quantities F and TV with which we are 
concerned. 

First let us use reasoning similar to that of Watson8 

to discuss a t-matrix expansion for F and W. The 
resolvent operator Rz satisfies the integral equation 

Rz = dz - dzH,Rz = dz - RzH,d1 , (13) 

where d z is the unperturbed resolvent 

dz = (Ho - l)-l, (14) 

Now introduce an operator defined by the integral 
equation 

(15) 

This is the familiar two-body t matrix,S which does 
however depend on N particles through the propaga
tor d. (In the appendix we discuss a second quantized 
t matrix which is more useful if the effects of quantum 
statistics are to be studied.) Defining T by 

(16) 

Watson8 has obtained an expansion for R in terms 
of T; 

'" 
Rz = L: dd(-Tzdz)kln. .. " (17) 

k-O 

The subscripts n.r. on the brackets mean that in 
products of t matrices, consecutive indices are un
equal. (Except when needed for clarity, we will not 
write the argument l or the limits on sums and 
integrals.) The proof of Eq. (17) is as follows: 
Solve Eq. (15) for v(fJ.), 
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V(JL) = t(JL)[1 - dtCJL)r1, 

and substitute this into Eq. (13) to obtain 

R = d - d L: tCJL)R(JL) , 

with R(JL) defined as 

R(JL) = [1 - dtCJL>r1R. 

Combining Eqs. (19) and (20), we find 

R(JL) = d - d L: t(A)R(A). 
~"'~ 

(18) 

(19) 

(20) 

(21) 

The desired result, Eq. (17), follows from Eqs. (16), 
(19), and (21). 

The t-matrix expansion of R is adopted as a 
starting point. Using the representation furnished 
by the eigenstates of H o, we write the resolvent as 
the sum of its diagonal and nondiagonal parts 

(22) 

d and nd denoting the diagonal and nondiagonal 
parts respectively. It is convenient to write Eq. (17) 
as 

D = d + dGD. 

This can be solved for D to yield 

D = (Ho - G - l)-I. (30) 

The operator R can be written 

R = (I + DU)D (31) 

with I the unit operator and U defined by 
.. 

DU = L: {( -dT)k} .". (32) 
s-l 

Notice that G and U depend on the unperturbed 
resolvent d and the t matrix. The brackets { ... I,,, 
and { ... },,, have an obvious meaning if we take 
matrix elements of Eqs. (28) and (32)-they imply 
that no intermediate state is equal to the initial 
state, but intermediate states may be equal to other 
intermediate states. It is useful in some cases to 
perform sums of infinite series in Eqs. (28) and (32), 
which results in the further restriction that no 
intermediate states are equal. The resulting equa
tions are 

R = L: d(-Td)k = d - dTR, (23) G = L: {-T( -DTn i.do 

and to leave implicit that when products of t matrices 
appear consecutive indices are not equal. The 
diagonal part of Eq. (23) is (defining D == R,,) 

D = d - d(TR)" = d - dT"D - d(T ndR"d) " , (24) 

and the nondiagonal part is 

Rn" = -d(TR)"" = -d(TD)n" - d(TRnd)n". (25) 

A formal solution for Rnd in terms of D is obtained 
by iterating Eq. (25), 

R .. " = [-dTn" + (dT(dT)nd)nd 

- (dT(dT(dT)nd)n")nd + ···]D, 

which can be written more compactly as 

R"" = L: {(-dT)k},,,D, (26) 
k-l 

with { ... },,, defined as 

{ABCD ... I'd == (A(B(C(D ... )"d)nd)nd)"d. (27) 

Defining an operator G by 

G = L: d-1{(-dT)k}a" (28) 
k-l 

with { ... I'd defined as 

{ABCD ... lad = (A(B(C(D .. ·)"d),,")nd)d, (29) 

we obtain a formal solution for D by substituting 
Eq. (26) into Eq. (24), 

j-O 

= {-T + TDT - TDTDT + ... Lodo, (33) 

and 

DU = L: {(-DTlli.nodo 
10-1 

= D{ -T + TDT - TDTDT + ... !Lnodo, (34) 

where G and U now depend on the t matrix and 
D, instead of d, and the brackets { ... } J.do and 
{ ... L.nod. imply that no intermediate state is equal 
to another intermediate state or the initial state 
when a matrix element is taken. In the terminology 
of Van Hove, Ld. stands for irreducible diagonal 
and Ln.d. for irreducible nondiagonal. These are 
essentially the results of Van Hove with the dif
ference that here G and U are defined in terms of T 
rather than HI. Before proceeding, it should be 
recalled that we have explicitly omitted the brackets 
{ .. ·Inor .. In the following it is implicit that in 
products of t matrices with the same arguments, 
successive indices labeling the particles are kept un
equal; i.e. in a product 

we require JLi ~ JLi+l and Ai ~ A;+l, but JLm may 
equal AI. 

F and Ware defined as follows5
: F is a difference 

of D's, 
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FIl'(P) = Dz(P) - Dz'(P), (35) 

with Dz(p) == (piDII p), and W is defined by the 
integral equation 

Wll,(ppo) = U1(POP)U1,(ppo) 

- E WII'(pp')D1(p')D1,(p')U1(pop')UI'(p'po), (36) 
~' 

with 

Uz(P'p) == (P'I U1 Ip)· 

Equation (36) can be iterated to yield 

Wll,(PPo) = U1(POP)U1,(ppo) 

- E Uz(P'p)Uz,(PP')Dz(P') 
~' 

x D1,(p')Uz(Pop')Uz'(p'po) + 
from which it is evident that 

(37) 

Wll'(PPo) = Wl'z(Pop). (38) 

In addition to this symmetry relation, some systems 
possess the more stringent condition called micro
scopic reversibility, which is 

(39) 

We note that any symmetry possessed by W implies 

The effects of quantum statistics will not be treated 
so we did not symmetrize or antisymmetrize the 
wavefunction. In the limit of infinite volume, the 
sums over momenta will become integrals and the 
Kronecker delta functions will become Dirac delta 
functions according t09 

and 

(44) 

A matrix element of the T matrix in this repre
sentation is 

(P'I Tz Ip) = E (p'l tz(i)) Ip), (45) 
,<I 

with tz(ij) given by Eq. (15). From this it is clear 
that 

(P'I TIp) = E II Ok,(pr' - Pr) 
i<i r;.'i ,j 

x (p/p/ I t(ij) IPiP;), (46) 

and assuming that t(ri' r;) depends only on the 
magnitude of r i - rj == rii, we obtain 

the same symmetry for X. An expression for W (P/p;' I t(i)) IPiP;) 

in terms of D and T is obtained from Eqs. (34) = (2V)-lllk'(Plj - Pi;')t(lpi; - Pi;'l), (47) 
and (37), which, after considerable algebraic simpli-
fication, reduces to where 

WII'(PPo) = {(Pol (TI - TzDzT1 

+ TIDITzDITI - ... ) Ip) 

X (PI (Tz' - Tz,D1,T1, 

+ TI,Dz,TI,DI,TI' - ... ) IpO)}l.d.. (40) 

This is the desired expression for W in terms of T. 
It is convenient to introduce a diagrammatic 

representation of Eq. (40). Ho is the free-particle 
Hamiltonian 

Ho = Ep~/2m, 
i 

and we will work in the free-particle representation 

Ip) = IPIP2 '" PN) = II IPi), (41) 
i 

with 1Pi) given by 

IPi) = V-I exp ripi .rJ/i] , (42) 

which is normalized in a box of volume V with 
periodic boundary conditions, 

(Pi I p/) = Okr(Pi - p/). 

t(lplj - Pi;'1) = J drlj 

X exp [i(Pi; - p;;') ·ri;/2h]t(rii)' 

It is possible to make the following one-to-one cor
respondence between matrix elements (p' IMij) I p) 
and diagrams: 

(48) 

associating the 1 at the vertex with the lin tz• Since 
only the states of particles i and j are altered by 
t(iJ)' we indicate only these two particles in a 
diagram; the states of the other particles contribute 
delta functions of momenta. Associated with the 
basic diagram (48) is the following contribution to 
the matrix element of T: 

(2V)-1 II Ok,(p,' - p,)llk,(Pi ; - Pi;') 
r""i ,; 

(49) 
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and Eq. (46) is obtained by summing over all i 
and j, i < j. 

Let us write Eq. (40) for W as 

W II , (PP') 

W 2 + Wa + W4. + ... + Wn + "', (50) 

with 

W 2 = {(P'I T, Ip)(P1 T!, Ip')}i.d., 

Wa = - {(P'I T,D,T! Ip)(P1 T!, Ip') 

+ (P'I T, Ip)(P1 T"D"T
" 

Ip')};.d., etc., 

(51) 

(52) 

where the subscript non Wn indicates that it is the 
contribution to W from all terms with nT-matrices. 
The correspondence (48) will now be used to repre
sent Wn by diagrams. For W 2 we obtain diagrams 
of the form 

Pr-y P: 
p ~ p" (53) 
s.l s 

where we adopt the usual convention of ordering 
the vertices in the same order as they appear in the 
expression represented by the diagram. Since the 
initial state is equal to the final state, the only 
diagrams which are nonzero are those for i = r 
and j = 8, so we have 

, PI 1 

W = [Pix:f:- PI 2 ,. rJ . 
. . PJ J, n J, tlJ I<J r"J 

(54) 

From Eqs. (48) and (49) we find (factors which will 
not contribute to the density dependence are 
omitted), 

W2·~ V- 2 L: tl(lpij - Pi/l)tl'(lpii - Pi/I). (55) 
1<1 

The diagrammatic representation of W3 is (we will 
drop the label p for simplicity) 

i' j. t·· r u u' 

W3·~~~~{IIX 
i<j r<s u<y rJ' j' J j. ff J, s v J, y' 

+ ~ X·· · J. (56) 
I' ~ j • ~ .,~, 

For n > 2, a large number of diagrams give vanishing 
contributions to Wn due to the conditions imposed 
by { }n.r., { L.d., and the fact that the initial 
and final states are the same. The resulting nonzero 
diagrams for Wa are 

This gives for Wa 

+ a similar 
diagram for 
the second 
term. (57) 

Wa ~ - L: V-St!(lpi/ - Pij"I)D1(p") 
i<i 
r;tJ i 

x tl(lpi/' - Piri)tl,(IPrj - Pr/I) 
+ similar term. (58) 

Let us indicate the types of diagrams which are 
nonzero in higher order. For W4 we obtain 

k' 
, 

r r 

+ .1 
I 

A' 
d 

J 

+ other connected diagrams with three lines 
+ other connected diagrams with four lines, 

and for Ws 

(59) 

+ other connected diagrams with three, four, 
and five lines, (60) 

etc. 
It is observed that there are diagrams with three 

lines contributing to Wn for all n > 2. Let us define 
3W to be the contribution to W from the sum of all 
these diagrams. This series for 3W can be formally 
summed. In analogy with Eq. (15) we define a three
body t matrix by 

t(ijk) = v(iJ) + v(ik) + v(jk) 

- [v(ij) + v(ik) + v(jk)] dt(ijk) , (61) 

which is the same as the three-body "collision 
matrix" defined by Resibois6 except that d is the 
many-body free propagator rather than the three
body propagator. If we iterate Eq. (61) and compare 
it with Eq. (15), we observe that 
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t(ijk) = t(il) + t(ik) + t(jk) 

- t(ij)dt(ik) - t(ij)dt(jk) -

+ t(il)dt(jk)dt(ik) + ... ; (62) 

i.e., t(ijk) can be expanded as a series of products 
of two-body t matrices. Equation (62) can be repre
sented diagrammatically by 

t,(ijk) .. =+=. "5.. · 
J, 

· =s=F.". 
",t 

(63) 

Let us define a three-body T-matrix by 

3Tl = L t,(ijk) - N ~ 2 T l , (64) 
i<i<k 

where we have subtracted the two-body dependence, 
(N - 2)-lT I • Then the diagram expansion of 3T is 

(65) 

Comparing this with the diagrams contributing to 
aW, we see that 

3Wll'(pp') = {(P'1 3T 1 Ip)(P1 T ,. 1'/1) 
+ (P'I T, Ip)(P13Tl · Ip') 

+ (P'1 3Tl Ip)(P13Tl' Ip')li.d., (66) 

a result for the n-body problem which is analogous 
to that obtained by Resibois6 for the three-body 
problem. 

In a similar manner, we can express the operator G 
in terms of diagrams, as is clear from Eq. (33), 

k 

r r 

+ higher order connected diagrams with three lines 

+ higher order connected diagrams with four, 
five, etc. lines. (67) 

The density dependence will now be considered. 
It is not possible to obtain explicitly the density 
dependence of F and W, since the t matrix is a 
many-body operator through its dependence on d, 
and will in general depend on the density. In order 
to simplify this analysis, we will ignore this density 
dependence of t and assume that it can be replaced 
by a characteristic scattering length a; that is, 
we writell 

(68) 

With this replacement, it follows immediately from 
Eq. (55) that 

(69) 

so that W 2 is second order in the scattering length 
and at least second order in density. From Eq. (58) 
we obtain 

W3 ~ c3a3 [DI(p") + D/.(p")], (70) 

thus W3 is at least of order c3 and it can contain 
higher order terms in general from the density de
pendence of D(p") and the t matrices. Similarly, 
one finds 

W 4 ~ a
4

[c3 + c4
], 

W.5 ~ a
5 [c3 + c4 + c5

], 

etc., 

(71) 

(72) 

where again we have not treated the density de
pendence of D and t. With the above simplifications 
and the definition of 3W, it is observed that 3W is 
the contribution to W from all the terms proportional 
to c3

• 

The density dependence of D can be obtained 
from that of G [see Eq. (30)] and the density de
pendence of G can be obtained from Eq. (67). Again 
we make the same simplifications as above to find 

G(p) ~ Nca[l + ca2 + c2(a 3 + a4. + ... ) 
+ c3(a 4 + ... ) + ... ]. (73) 

The identity expressed by Eq. (11) and the t
matrix expansions for D and W will be used in a 
subsequent paper to investigate the evaluation of 
transport coefficients. The usefulness of this identity 

11 J. M. J. Van Leeuwen and A. S. Reiner, Physica 27, 
99 (1961). 



                                                                                                                                    

550 ROBERT J. SWENSON 

is the following: The transport coefficient is directly 
related to X, which satisfies Eq. (11). D and Ware 
expanded in terms of a quantity which is small for 
the problem under consideration, for example an 
interaction strength or the density, and the ex
pansions are then terminated after a small number 
of terms. The resulting equation is no longer treated 
as an identity; it is considered to be an integral 
equation in which the kernel Wand the inhomo
genity F are known functions and the equation is 
to be solved for X. 
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APPENDIX 

In order to investigate systems in which quantum 
statistics are important, it is convenient to work 
in the second quantized formalism. Only minor 
changes of the preceding work are needed. The 
second quantized Hamiltonian isll 

H = L. a:a"p;/2m 

where a+ and a are creation and annihilation opera
tors and v(aJl"yu) is the appropriate symmetrized 
potential. Let us define a T operator by 

T, = (4 V)-1 L. v(aJl"yu)a:a:a'Ya~ 

- (4 Vr 2 L v(aJl"yr.r)v(-yr.rP.A) 
«:''Ytlp). 

We can demonstrate that 

Rz = L. dd(-Tzdzl}n.r., (A3) 
k 

alld that the analysis of the text remains essentially 
unaltered in second quantized formalism with the 
above definition of T. 

Note added in proof: It has been objected that 
dropping the brackets { ... } n. r. makes the deriva
tion obscure, and indeed some of the derived equa
tions are incorrect unless properly interpreted. Con
sequently we add this explanatory note. By ignoring 
the brackets we count some terms twice; however 
we see that the error introduced by these 
"exceptional" terms is of order V-I and thus is 
unimportant for a large system. These terms arise 
in a manner very similar to the "exceptional" terms 

= L. tp'l]tv + L. t~1)t~ = L tptv + O. 
/J¢1f p. p::;r'. 

The derivations in the text can be performed in the 
same manner beginning with Eq. (a). One obtains, 
for example, in place of Eq. (28), 

- '" 1 k G = £...d- {(-dT1/) l~d' 
k-l 

and in place of Eq. (30), 

fj = (Ho - G - lfl 

(b) 

= (Ho - l + {T - T d1/T + '" }"d1/)-l. (c) 

If one now compares (c) to Eq. (30), it is seen that 
forgetting the brackets in deriving Eq. (30) is 
equivalent to setting the last 1) in each term of G 
equal to 1; i.e., 

D = (Ho - G - l)-1 

= (Ho - 1 + {T - Td1)T + "·}"d)-l. (d) 

The difference between the correct expression fj and 
the approximate expression D can be most easily 
seen by expanding each in a series in t; e.g. the 
second-order contribution to fj is 

(PI fj(2) Ip) = L. :E (PI ti ; Ip') (P' I ti; Ip), (e) 
p' i<i 

and the second-order contribution to D is 

(PI D(2) Ip) = :E :E (PI tii Ip') (P' I til Ip) 
p' i<i 

+ L (PI ti ; Ip) (PI tii Ip). (f) 
i<i 

Thus it is seen that the error made by ignoring the 
bracket is to count the second term in Eq. (f) twice, 
but it is clear that in the limit of a large system the 
second term is of order V-l with respect to the first 
term. If one investigates other derivations in the 
text, one observes that ignoring the brackets amounts 
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to counting some terms twice but that the error 
made is of order V-l and is unimportant in the limit 
of a large system. Likewise, in going from Eqs. (28) 
and (32) to Eqs. (33) and (34), some exceptional 
terms are counted twice, and again this only be
comes valid in the limit of a large system. 

It should, perhaps, be pointed out that the master 
equation is meaningless in the limit of a large system, 

JOURNAL OF MATHEMATICAL PHYSICS 

since if one investigates the volume dependence of 
W in detail it is found to contain arbitrary factors 
of the volume. It is only when one integrates over 
all but a few degrees of freedom that these "spurious" 
volume factors disappear and a meaningful large 
system limit can be taken. It is with this implicitly 
in mind that we discuss the master equation for a 
large system. 
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A study is made of some of the problems which arise in determining the long-time behavior of a 
system of coupled oscillators. Standard perturbation methods are examined in the light of certain 
classic results due to Poincare and Whittaker concerning the construction of constants of motion 
which are analytic in the coupling constant, A. These considerations lead to the study of perturbation 
methods which are not ordered in powers of A. An examination of the various advantages of these 
methods leads to a method which removes secular terms in such a way as to mitigate the classic 
problem of small divisors. The significance of studies which attempt to relate the existence of analytic 
constants of the motion with the ergodic behavior of a system is examined. 

I. INTRODUCTION 

I N this article we discuss, and attempt to re
solve, some of the problems which arise when 

determining the "long-time" behavior of a system 
of nonlinearly coupled oscillators. The time scale of 
such a system can be conveniently measured in terms 
of the frequencies 

where the m/s are integers and the Wk'S are the 
frequencies of the N uncoupled oscillators. The fre
quencies w(m) typically separate into a group of 
relatively large frequencies, including the set {Wk}, 
and a group of much smaller frequencies. This latter 
group contains frequencies which are arbitrarily 
small (provided the numbers {mk} are sufficiently 
large), or which vanish if some of the frequencies 
in {Wk} are commensurable. These small frequencies 
commonly arise in standard perturbation methods 
developed in powers of the coupling constants X, 
which thereby relate these frequencies to the actual 

* Present Address; University of Illinois, Urbana, Illinois. 

long-time dynamics of the coupled system. As is 
well known, such methods suffer from the difficult 
problem of small divisors for they contain terms 
proportional to w(m)-l and these tend to zero in 
high orders. Quite apart from this question of con
vergence, these divisors also cause difficulties even 
in the lowest orders when one considers the limit of 
very large systems (N -? (Xl). In this limit the 
frequencies {wd can become dense, in which case 
all of the "small" frequencies w(m) tend to zero and 
all terms containing small divisors become infinite. 
One way of overcoming this difficulty is to simul
taneously take the limit of a vanishing coupling 
(X ~ 0) in such a way that X < min. {w(m)}. As a 
formal device this may be satisfactory, but from the 
physical point of view it is quite unsatisfactory, 
unless, of course, the coupling actually vanishes in 
this fashion as N -? (Xl. One of the problems we shall 
consider is how the behavior of coupled oscillators 
can be determined when X is not vanishingly small, 
but N is sufficiently large for the above inequality 
to no longer hold. 

A second, but much simpler problem which arises 
in these standard (time-dependent) perturbation 
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to counting some terms twice but that the error 
made is of order V-l and is unimportant in the limit 
of a large system. Likewise, in going from Eqs. (28) 
and (32) to Eqs. (33) and (34), some exceptional 
terms are counted twice, and again this only be
comes valid in the limit of a large system. 

It should, perhaps, be pointed out that the master 
equation is meaningless in the limit of a large system, 
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quencies w(m) typically separate into a group of 
relatively large frequencies, including the set {Wk}, 
and a group of much smaller frequencies. This latter 
group contains frequencies which are arbitrarily 
small (provided the numbers {mk} are sufficiently 
large), or which vanish if some of the frequencies 
in {Wk} are commensurable. These small frequencies 
commonly arise in standard perturbation methods 
developed in powers of the coupling constants X, 
which thereby relate these frequencies to the actual 

* Present Address; University of Illinois, Urbana, Illinois. 

long-time dynamics of the coupled system. As is 
well known, such methods suffer from the difficult 
problem of small divisors for they contain terms 
proportional to w(m)-l and these tend to zero in 
high orders. Quite apart from this question of con
vergence, these divisors also cause difficulties even 
in the lowest orders when one considers the limit of 
very large systems (N -? (Xl). In this limit the 
frequencies {wd can become dense, in which case 
all of the "small" frequencies w(m) tend to zero and 
all terms containing small divisors become infinite. 
One way of overcoming this difficulty is to simul
taneously take the limit of a vanishing coupling 
(X ~ 0) in such a way that X < min. {w(m)}. As a 
formal device this may be satisfactory, but from the 
physical point of view it is quite unsatisfactory, 
unless, of course, the coupling actually vanishes in 
this fashion as N -? (Xl. One of the problems we shall 
consider is how the behavior of coupled oscillators 
can be determined when X is not vanishingly small, 
but N is sufficiently large for the above inequality 
to no longer hold. 

A second, but much simpler problem which arises 
in these standard (time-dependent) perturbation 
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methods is the appearance of secular terms (terms 
proportional to some power of t). Again this problem 
can be handled by considering limits such that 
A ~ 0 as t ~ 00, usually in such a way as to make 
X2t constant (see below). In so doing, one can study 
the "long-time" behavior of a "sufficiently weakly" 
coupled system. This method is frequently/ but 
not always,2 used to study the irreversible behavior 
of large, weakly coupled systems. A second method 
of treating such secular terms, which does not de
pend on vanishing coupling, is to use an averaging 
procedure apparently proposed originally by van 
der Pol3 and developed considerably by Kryloff 
and Bogoliuboff4 and others. This method removes 
the secular terms by shifting the frequencies {Wk} 
to another set of frequencies {ilk}' The procedure 
for determining the frequencies {ild takes a number 
of forms depending on the particular equations and 
solutions of interese·4 (e.g., nonautonomous equa
tions, and periodic solutions). In the present study 
we will present methods which are applicable for the 
almost-periodic solutions of an autonomous system 
of equations. 

One of the main objectives of the present study is 
to see if the concept of a frequency shift cannot be 
related in a simple way to the problem of small 
divisors. The hope is, therefore, not only to remove 
the secular terms which arise, but at the same time 
to do this in such a way as to prevent the denomina
tors from becoming arbitrarily small in high order, 
or, of more pragmatic importance, in the limit of 
large N but finite coupling. While a method will be 
developed which appears to do this, no study will 
be made here of the convergence of the present 
scheme. The question of the accuracy of this method 
will be left to the second paper in this series in which 
some explicit comparisons will be made with numeri
cal solutions of particular equations of motion. 

To motivate our method, we will first discuss some 
classic results due to Poincare and Whittaker con
cerning constants of the motion which are developed 
in powers of the coupling constant A. Since all 
perturbation methods are concerned with the con
stants of the motion, these results are very relevant 
to perturbation methods developed in powers of A. 

J See, e.g., R. Brout and 1. Prigogine, Physica 22, 261 
(1956). 

I R. Zwanzig, Lectures in Theoretical Physics, edited by W. 
E. Brittin, B. W. Downs, and J. Downs (Interscience Pub
lishers, Inc., New York, 1961), Vol. 3, p. 106. 

I I. G. Malkin, Some Problems in the Theory of Nonlinear 
Oscillations (Department of Commerce, Washington, 1959), 
AEC Translation No. AEC-tr-3766, Vols. I and II. 

4 N. Kryloff and N. Bogoliuboff, Introduction to Non
linear Mechanics (Princeton University Press, Princeton, New 
Jersey, 1947). 

Following this we shall consider two perturbation 
schemes, neither of which are developed in powers 
of A, and re-examine the problem of small divisors 
in each case. Finally, since systems of coupled oscil
lators have long been of interest in ergodic studies, 
we will discuss some aspects of this problem. This 
turns out to be a natural extension of perturbative 
studies since these are concerned with the constants 
of motion, and they in turn have often been er
roneously applied to the ergodic problem. 

n. CLASSIC RESULTS 

The theorem of Poincare,5 referred to above, states 
essentially that if one has a Hamiltonian of the form 

(1) 

which is periodic in all of the variables 8., and the 
Hessian of Ho(J) , iiiHo/aJ. aJki, does not identically 
vanish, then there exists no analytic single-valued 
constant of the motion (aside from H) of the form 

CD 

cp = :E XrcM], 6), (2) 
r-O 

where the functions CPr are also periodic in 8 •. A 
crucial point in the proof of this theorem is that the 
generalized frequencies Wk(J) = aHO/aJk are com
mensurable on a dense set of points of the energy 
surface, i.e. they satisfy 

N 

w(m) = :E mkWk = 0 (3) 
k~l 

for some nonvanishing sets of integers {mk}' While 
this theorem is not directly applicable to a system of 
coupled harmonic oscillators (since in that case the 
Hessian of Ho(J) vanishes), one has a very analagous 
result for such systems. For a system of coupled 
harmonic oscillators one can not find constants of the 
motion of the form (2) which are analytic in the 
frequencies Wk (now independent of the J's). How
ever, such constants can be constructed (at least 
formally) for any given set of Wk'S. A number of 
years ago Whittaker' constructed these constants 
(the so-called adelphic integrals) which exhibit their 
nonanalyticity by changing their entire functional 
form depending on whether or not (3) is satisfied 
(i.e. for some set {md). Thus, the adelphic integrals 
have a very erratic behavior as the set {Wk} is varied 
over any finite domain. It is well known that this 
same effect shows up in many perturbation schemes 

5 H. Poincare, Acta Math. 13, 259, (1890); Methodes 
Nouvelles de la Mecanique Celeste (Dover Publications, Inc., 
New York, 1957), Vol. 1, p. 233. 

6 E. T. Whittaker, Analytical Dynamics (Dover Publica
tions, Inc., New York, 1944), p. 432. 
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where different methods must be applied depending 
on whether or not some of the {Wk} are exactly com
mensurable. Since one knows that systems with 
slightly different sets {wd must behave in a similar 
fashion for times of the order of the difference in 
these periods, this erratic behavior of the adelphic 
integrals would appear to be just a formal difficulty 
arising from the power series in A. Whether or not 
this is true is difficult to say, but in any case it is an 
unwanted feature and so one tries to circumvent it. 

In the time-dependent perturbation methods 
which are developed in powers of A, the problem of 
commensurability shows up in the form of secular 
terms. In this case, one solves the system of equations 

ih = -w~ak - X [aH1(a l , ••• ,aN)/aak] 

(k=l,''',N) (4) 

by iterating the resulting integral equations 

ak(t) = ak cos (wkt + ¢k) 

- ~ l' sin Wk(t - T) aH1(a(T» dT. (5) 
Wk 0 aak 

This yields a series of functions which converge to 
the true solution at least for times of O(A -1), and 
probably for all times provided the energy surface 
is finite and HI satisfies a Lipschitz condition, etc. 
However, these solutions are in a form which hides 
the true long-time behavior of the system. If either 
(3) is satisfied or HI contains a part which is an 
even function of the ak's, the first iteration contains 
secular terms of the form At sin Wkt. In any case the 
second iteration contains the secular term X2t sin Wkt, 
which is the origin of the limiting procedure men
tioned above. Such terms indicate that the system 
is "drifting" from its unperturbed motion (exhibit
ing an irreversible trend) for times of O(X -1) [or 
O(X -2) in the second case]. While this conclusion is 
correct, it is not of particular importance in deter
mining the behavior of the system for times t > 
O(X -1) for one knows the system is almost periodic 
over sufficiently long periods.7 To exhibit this almost 
periodicity one seeks to determine a set of shifted 
frequencies {1MX)}, which reduce to the set fwd 
as X ---t 0, and which yield the secular terms if ex
panded in powers of A [e.g., cos (Wk + XILk)t ~ 
cos Wkt - AtlL. sin Wkt for t < O(A -1)]. As mentioned 
above, this is generally accomplished by a suitable 
averaging procedure which is relatively simple when 
applied to a single nonlinear equation. The difficulty 
presented by a system of equations is that this 
averaging procedure must be varied depending again 
on whether or not the set {Wk} has commensurable 

1 H. Poincare, Acta Math. 13, 1890. 

members. Thus, one is again confronted with the 
erratic behavior found in the construction of the 
adelphic integrals, or degenerate vs nondegenerate 
perturbation theory. 

It would appear that a likely cause of these diffi
culties stems from the use of the spectrum {Wk} 
in (5) since, if the concept of shifted frequencies is 
taken seriously, the dynamics is determined by the 
set {12k } rather than fwd. In particular, the rate or 
frequency of the energy exchange between oscillators 
is not determined by w(m), but by 

N 

12(m) = L: mk 12k • (6) 
k-1 

For the "large" frequencies this distinction is of no 
great importance since it is always assumed that 
the coupling is small enough for Wk ~ 12k (in order for 
any perturbation theory to be applicable). However, 
for the small frequencies in {w(m)}, this distinction 
is very important, for if some w(m) goes to zero in 
some limit (e.g., N ---t ex:» the same need not be 
true of the corresponding 12(m), provided X is finite. 
Conversely, if N is fixed and X is increased from 
zero, the smallest w(m) may differ considerably from 
12(m). Since the long-time behavior of the system 
is governed by these small frequencies, we may ex
pect the recurrence times of the system to be affected 
by A in an important fashion. That this is the case 
will be shown explicitly in the second paper of this 
series. 

Our objective now is to study methods of first 
introducing the unknown set {12k } ab initio into a 
perturbation scheme, and subsequently determining 
this set. These methods lead naturally to a non
power series scheme (in A), and cast the classical 
problem of small divisors into quite a different form. 

III. PERTURBATION METHODS 

In developing a perturbation method which in
corporates the above considerations, we will proceed 
by first considering two methods, each of which 
have certain desirable features. On the other hand, 
each method will be found to have certain defects 
of either a basic or pragmatic nature. Using these 
results as a foundation we will present a method 
which includes the best properties of both ef these 
methods and contains none of their defects. The 
accuracy of this method will be examined in the 
second paper of this series, where it will be applied 
to certain special systems whose behavior is de
termined by computor methods. 

We shall first consider a method which is analogous 
to the iteration of the integral equations (5). To 
introduce the unknown frequencies {12 k } into the 
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integral equations we return to Eqs. (4) and define 
Q) 

f.!~ = w; + L }.:J.L~r)(X), (7) 
r-l 

where the function J.Lk(X) remains to be determined. 
Substituting (7) into (4), the resulting integral equa
tions are 

ak(t) = ak cos (f.!kt + cfJk) 

(8) 

where 

(9) 

and (ak' cfJk) are determined both by the initial con
ditions and the unknown f.!k' The procedure is to 
iterate (8) in the explicit powers of X, selecting the 
terms J.L!1) so as to remove any secular term arising 
from aHl/aak' The important difference in the 
present case is that, in contrast to the case where 
one iterates with known frequencies {Wk}, the set 
{f.!d is unknown. Consequently, one does notknow a 
priori, whether a linear combination f.!(m) = Lk mkf.!k 
vanishes or not, and therefore, whether a term in 
the iterated integral leads to a secular term. Be
cause the present method only determines f.!k after 
the iteration, one must make an assumption about 
the n(m) which arise in any particular order and 
justify this assumption a posteriori. The assumption 
we make is: 

Assume that any f.!(m) ({m} ~ {O}) which 
appears in each iteration does not vanish. (10) 

It is clear that this assumption is where we attempt 
to remove the "erratic problem" discussed in the 
last section, and therefore, it is of major importance. 
The perturbation scheme can only be considered 
valid if this assumption is verified by the resulting 
equations determining f.!(m). As we shall see, this 
is not easy to establish in all rigor, for all Hamil
tonians, HI, but it appears highly probable for 
certain methods. 

With the assumption (10) it is not difficult to see 
that J.L!l) vanishes unless HI has an additive part 
which is even in its variables. These terms can be 
removed in this order by collecting any quadratic 
terms of HI with the unperturbed Hamiltonian and 
expressing the remainder of HI in a power series in A 
[e.g., H 1 (a) = Lr~o ArHi 3 +

r) (a), where Hi k
) con

tains the a/s in kth order]. We can, therefore, quite 
generally take J.Lkl) to be zero. Actually, this device 
which is frequently used is not of fundamental im
portance one way or the other, for in either case 
one finds that the n(m) which arises in this order 

may vanish. That is, f.!! is determined in this order 
by the equation 

f.!! = wi + XJ.Lkl) (a), 

so that the combinations f.!(m) which appear in this 
order may vanish, depending the values of {Wk}, X, 
and J.L2). The fact that the f.!(m)'s do not vanish for 
certain specific values of these quantities is not 
sufficient, for (10) is only useful in that it is a general 
statement, valid for all cases. We shall see, however, 
that the f.!(m) which arise in the first iteration are 
found to be nonzero if we use the next order results 
in determining the {f.!k}' In general, it will be found 
that the f.!(m) arising in any particular order can 
only be shown to be nonzero by determining these 
f.!(m) from the results of the following order. 

To see that this is the case, consider the second 
iteration. The first iteration yields corrected expres
sions for the functions ak, which contain coefficients 
proportional to n(n)-t, with certain definite sets of 
integers Ink} (a special case is illustrated below). 
Therefore, in the second order, the functions J.L~2) 
will be determined by equations of the form 

J.L~2) = L hk(n, a)n(n)-l, (11) 
In} 

where the integers {n} in the sum are all those which 
appear in the first order. It is important to note that 
none of the hk(n, a) vanish if f.!(n) appeared in the 
first order, as can be shown without much difficulty. 
In this order the f.!k'S are determined by 

nz = wZ + X2 L f.!(nt1hk(n, a), (12a) 
In} 

or in other words, 
N 

f.!(m) = L mk[wZ + X2 L f.!(n)-lhk(n, a)]t. (12b) 
10=1 In} 

It is generally assumed that X is sufficiently small 
for the corrections to any Wk [Eq. (12a)] to be small. 
Whether or not this is actually the case in the limit 
of large systems (finite X) depends on what happens 
to the {n(n)} and the h1o(n, a) in this limit. The 
main advantage of the present method is the form 
of the Eq. (12b) which determines the frequencies 
n(n) in terms of an expression containing f.!(n) -1. 

Thus, if some w(m) is very small, it does not follow 
that the corresponding f.!(m) is also small, provided 
X is finite. An over-simplified example illustrates 
this point. If 

n(m) = w(m) + X2[h/n(m)], 
then 

n(m) = !w(m) + ![w(m)2 + 4Ah]i, 

so that if X ~ 0, f.!(m) ~ w(m), whereas, if w(m) ~ 0, 
then n(m) '"""" O(A!) for finite A. In the case J.L~1) does 
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not vanish, Oem) ,..., O(Xi) if w(m) tends to zero, 
and the expansion is then in the powers of Xi rather 
than X. 

The situation in Eq. (12b) is obviously not as 
simple as this example. Indeed it appears possible for 
two (or more) O(n) to approach zero in some limit, 
provided the corresponding hk(n, cr) behave in an 
appropriate manner in that limit (for all k). Without 
a more detailed knowledge of the particular limiting 
procedure, and the functions hk(n, a), it does not seem 
possible to exclude this possibility. However, the 
structure of (12b) puts stringent requirements on 
all the functions hk(n, a) for O(n) = 0 to be a 
solution. For this reason it seems very unlikely that 
the assumption (10) can be violated. It should be 
emphasized that this feature results from the par
ticular structure of (12b), namely that O(n) is 
(roughly) proportional to O(n)-l. As we shall see 
presently, this is not a necessary feature of perturba
tion methods-even for those which are not de
veloped in powers of X. 

Before considering other methods, it should be 
noted that the higher orders proceed in an analogous, 
if more complicated fashion. Since some of the w(m) 
tend to zero in higher orders (because of the large 
values of {md), one expects the corresponding O(m) 
to differ considerably from w(m). It is clear that this 
considerably alters the standard problem of small 
divisors, for the divisors O(m) may now be bounded 
away from zero. The complexity of this problem 
unfortunately makes it extremely difficult to come 
to any definitive conclusion on this point. One can 
only say, however, that there is the possibility that 
all Oem) ~ 0 > 0, which is obviously not the case 
for the frequencies w(m). 

We now consider a second method which has 
certain advantages over the previous method, but 
also has an important disadvantage. Nevertheless, 
it is useful to discuss this method for further insight 
into perturbation methods which are not developed 
in powers of X. As usual, we shall assume that the 
functions ak(t) can be represented by the series 

ak(t) = L them) cos (O(m)t + cf>(m» , (13) 
1m) 

where the sum runs over all positive and negative 
integers. We also assume that O(m) ~ 0 unless 
{md == {O}, which is equivalent to the assumption 
(10). Under these conditions the functions 

Gk(t, t') = L: (w% - 02(m»-1 
1m) 

x cos (O(m)t + cf>(m» cos (O(m)t' + cf>(m» 

have the well-known property 

(~:2 + w:) ;~ 2~ L: Gk(t, t')F(t') dt' = FCt}" 

provided that F(t) can be represented by a series 
of the form (13). Equation (4) can, therefore, be 
written in the form 

ak(t) = -lim ~ f T Gk(t, t') aH1(a(t'» dt'. 
T-'" 2T -T aak 

To put this in a form which is suitable for iteration, 
we define 

fMt, t') = Gk(t, t') 

- [2 cos (Okt + cf>k) cos (Okt' + cf>k)J/(W~ - O~) (14) 

and use the fact that 

f
a> aH 

-2X cos (Okt + rpk) -a 1 dt 
-a> ak 

f a> (d2 2) 
= 2 _a> cos (Okt + cf>k) dt2 + Wk ak dt 

= ak(W! - O!), 

where ak = (3k(mk = 1, mj = 0), and the integrals 
are to be understood in the sense of the above limits. 
Combining these results we have 

ak(t) = ak cos (Ok t + cf>k) 

- X fa> S (t t') aHl(a(t'» dt" (15a) 
-ro k , aak ' 

ak(W! - oi) 

= -2X fro cos (Okt' + cf>k) aH1(a(t'» dt'. (15b) 
_a> aak 

The present method will be recognized as a classical 
version of the Brillouin-Wigner method7 in quantum 
mechanics. The analogy, however, is not complete, 
for in the present case the "trial functions" [i.e., 
ak cos (Okt + cf>k)] contain the unknown Ok, as does 
the kernel Sk(t, t'). Furthermore, of course, there are 
no periodic boundary conditions relating the various 
Ok in the present case. These features could have an 
important effect on the apparently poor convergence 
of the usual Brillouin-Wigner method.s 

Since both of these methods are not developed in 
powers of X, but only in their respective explicit 
powers of X, it is not surprising to find that they 
yield different results in any particular "order". 
In fact, the orders of the second method contain a 
portion of all orders of the first method, and vice 
versa. To illustrate this point, consider the per
turbative Hamiltonian 

8 K. A. Brueckner, Theory of Nuclear Structure in the 
Many Body Problem (John Wiley & Sons, Inc., New York, 
1959), p. 53. 
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HI = t L VkZmakaZa... (16) 
k.l,m 

where V kZm is symmetric in its indices. This Hamil
tonian will be considered in more detail in the second 
paper of this series. Using Eq. (8), one finds to first 
order 

ak = ak cos (Okt + ¢k) 

+ 4~ L VkZ",aza",<P(±nz ± n .. - nk)-l 
ll£-k I,m 

X {COS [±(nzt + ¢Z) ± (n",t + ¢m)] 

- COS (nkt ± ¢Z ± ¢ .. )} , (17) 

where <P stands for the sum of all permutations of 
the signs ± (the coefficients being correlated with 
the arguments of the trigonometric functions in an 
obvious manner). The first iteration of the second 
method, Eq. (15), yields 

ak = 13k cos (nkt + lh) 

- !X L Vkl .. 13z13m<P["'~ - (nz ± nSr! 
z, .. 

X cos [n,t + 1/Iz ± (nmt + 1/1 ... )]' (18) 

where we have replaced (a, ¢) by (13, 1/1) to distin
guish them from the constants in (17). In both 
methods we find that "'k = nk in this order because 
HI [Eq. (16)] is cubic. 

If we now consider, by way of example, the case 
cik(O) = 0, ak(O) = A k, we find from (17) that 
ak = A k, ¢k = 0, whereas (13k, 1/Ik) in (18) can only 
be determined by solving N simultaneous nonlinear 
algebraic equations. If these equations are in turn 
solved only to first power in X, one also obtains 
13k = A. 1/Ik = 0, but in general the results of (18) 
contain some of the information from all orders 
of the first method. This means that the second 
method has a considerable practical advantage over 
the first method for the iterations of (15a) are much 
simpler to perform than those of (8), particularly 
in higher orders. While some of this advantage is 
offset by the problem of determining the (13k, 1/Ik) 
in terms of the initial conditions, the latter is an 
algebraic problem and hence relatively easy. 

The disadvantage of the second method is that 
the denominators in (18) are of the form "'~ -
(n, ± n .. )2 rather than n~ - (n, ± n .. ? as in (17) 
(after collecting some terms). The fact that (18) 
does not contain the divisors n(m) means that the 
equations determining the Ink} [Eq. (15b)] will not 
have the inverse form found in (12). Thus, the argu
ment used for justifying the basic assumption (10) no 
longer appears to apply. [In special cases, however, 
this argument may be unnecessary. Thus, for the 
linear case H = !~ ci~ + ",~a~ - Xa\a2, the second 

method yields the correct result in second order, 
whereas the following method requires all orders. 
(The author is indebted to Dr. J. Ford for this 
example.)] In any case we shall see that this feature 
can be removed, while at the same time retaining 
the advantage mentioned above. 

To accomplish this we note that the disadvantage 
of the second method comes from the divisors 
("'! - n(m)2) in the Green's functions. The only way 
to alter these divisors is to alter the basic equations 
(4), as was done in the first method. Weare therefore 
led to the application of the Green's function method 
to the equations 

.. + ()2 "\ aHI + "'"\ .. ( .. ) ak "kak = -/\ ~ L..J /\ I-'k ak' 
Uak .. -1 

(19) 

We first require that the I-'k'S satisfy 

f a> cos (nkt +¢k)(:HI - L X"-II-'~n)ak) dt = O. 
-co Uak n-l 

(20) 

This is the same as removing the secular terms in the 
first method, and replaces the condition (15b) in 
the second method. 

Because of the requirement (20), we can now write 
(19) in the form 

f a> , [ aHl(t') ak(t) = ak cos (nkt + ¢k) - X Gk(t, t) -!)-
_a> Uak 

where 

Gk(t, t') 
= L' cos (n(m)t + ¢(~» c0

2
s (n(m)t' + ¢(m» , 

1m} nk - n (m) 
(22) 

and the prime signifies that the terms for which 
n(m) = ±nk are excluded in the sum. The kernel 
(22) now contains no reference to the original fre
quencies {"'k}, which now only enter through the 
relationship (7). The first iteration of (16) again 
yields (18) with "'k replaced by nk , and all of the 
previous discussion of the practical advantages and 
the justification of (10) remain the same. This 
method will be applied to some specific cases in the' 
second paper of this series. 

IV. POINCARE'S THEOREM AND THE ERGODIC 
PROBLEM 

Systems of nonlinear coupled oscillators have long 
been of interest in connection with the ergodic 
problem of statistical mechanics. Recently some 
studies have been made in an attempt to generalize 
a classic study of Fermi's so as to be applicable to 
such systems. Since these results are obviously 
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relevant to the long-time behavior of coupled oscil
lators, we shall examine their significance as regards 
this problem. 

Fermi's9 study of the ergodic problem was limited 
to those systems (/kanonische Normalsysteme") 
whose Hamiltonians satisfied the requirements of 
Poincare's theorem, discussed in Sec. I, and which 
therefore do not have constants of the motion of 
the form (2). By definition, a system is not ergodic 
if there are at least two invariant domains (under 
the Hamiltonian equations of motion) on the energy 
surface, both of finite measure. The boundary be
tween these two domains was shown by Fermi to be 
determined by a constant of the motion <p(J, 8, X). 
Now if one assumes that all such surfaces must be 
representable by a constant of the motion of the 
form (2) (as Fermi did in a footnote), then it follows 
that a kanonische Normalsysteme is ergodic. It is 
clear, however, that Fermi's theorem is considerably 
less general than it is frequentlylO assumed to be, 
for there are many (namely 2N - 1) time-inde
pendent constants of the motion which separate 
the energy surface into invariant domains of finite 
measure. 11 One always acknowledges this fact to a 
limited extent by excluding in the above definition 
those domains of the energy surface which are in
accessible in virtue of the classical constants of the 
motion. The distinction between these constants of 
the motion and the remaining constants is pre
sumably in our ability to control them (/con-
trolable constants" 11) , that is, the remaining con
stants assume widely varying values in any small 
domain of the energy surface.12 One might expect 
that the "uncontrollable constants," because of their 
erratic behavior, define invariant domains of a very 
filamentary nature, which therefore may still cover 
(to a large extent) the energy surface, yielding a 
"course-grained" ergodicity. If this is true then the 
controllable constants are the only ones of im
portance in determining the ergodic properties of 
a system. The theorem of Fermi's would then be 
more significant if, in addition, one could argue that 
the controllable constants must be of the form (2). 
It only requires a statement of these assumptions 
to show how tenuous is the theoretical understanding 
of the ergodic problem. 

9 E. Fermi, Z. Physik. 24, 261, (1923). 
10 D. ter Haar, Elements of Statistical Mechanics (Rinehart 

and Company, New York, 1954), p. 358. 
11 A. I. Khinchin, Statistical Mechanics (Dover Publica

tions, Inc., New York, 1949), Chap. III. 
I' In pllJ'ticular, Whittaker's adelphic integrals are almost 

certainly uncontrollable, for they contain arbitrarily small 
divisors whose coefficients depend on the region of the energy 
surface. 

Recently Balescu13 studied the problem of gener
alizing Poincare's theorem to cover the case of a 
system of coupled harmonic oscillators. If such a 
theorem existed, one could then follow Fermi's 
argument to conjecture about the ergodicity of this 
system. Balescu's objective, however, appears to be 
impossible in view of the fact that Whittaker2 con
structed constants of the motion of the form (2) 
for the present system. In order to generalize 
Whittaker's discussion and clarify Balescu's result, 
we consider briefly the standard method5.6.~.13 of 
constructing constants of the form (2). Starting with 
the Hamiltonian 

N 

H = Ho + XH1 = L WkJk 
k-l 

+ A L: Vlnl(JI , .,. ,IN ) exp (i L: nk 8k) , (23) 
Inl k 

we look for constants of the motion of the form 

L: L:Ar(jl::~(Jl'" I N) 
Inl 

The necessary and sufficient condition that <I> be a 
constant is that 

[<1>, H] = 0, (25) 

where [ 1 is the usual Poisson bracket. To first order 
in A, (25) yields 

so the only possible nonvanishing terms (jIi~~ are 
those for which {n} = {O} or ±{m}, where the set 
{m} satisfies (3). The second-order equations re
quire that 

(26) 

In order to understand Balescu's result, we write 
this out in detail: 

L: L: wknkc:f>:;~ exp (i L: nk8k) 
Inl k 

+ L L iJ~Jlnl [mk(jl/'::~ exp (i L (nk + mk )8k) 
Inl k U k 

- mk(jl \O~; exp (i L: (nk - mk ) 8k)] 

iJ(jI(O} 
L L: aJ

I 
lJ nk VI .. I 

Inl k k 
III 

X exp (i L: (lk + nk)8k) = O. (27) 

Consider the term going as exp (i L mk 8k): 

13 R. Balescu, Bull. Classe Sci. Acad. Roy. Belg. 42, 622 
(1956). 
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.I.. (0) '" av lO ) _ .1..(0)" '" aV l2m ) 
'l'lm) f-' mk aJ

k 
'l'lm) f-' mk aJ

k 

'" ac/Jlgl 
VIm) f-' mk aJk 

ac/J (0)" 

V 12m ) ~ 2mk iJJ:) = O. (28) 

Equation (28) will not be satisfied [and therefore no 
constant of the motion of the form (24) can be con
structed] if the following equations hold: 

a (0) 

'" m ....P..w. -" 0 f-' k aJ
k 

r- , 

({m) rf= to)). 

(29a) 

(29b) 

(29c) 

(29d) 

This differs from the theorem due to Balescu only 
in the requirement (29a) which Balescu claimed is a 
consequence of his requirement that [HI, <Po] ~ O. 
The point we wish to stress, however, is that the 
conditions (29) are quite different in nature from the 
type used by Poincare, in that (29 a; c) are further 
restrictions on the class of constants of the motion, 
over and above the restrictions (24). These re
strictions are not on the Hamiltonian, as in Poin
care's case, but limit further the allowable class of 
functions <P. Because Whittaker does not make these 
restrictions, he can construct constants of the form 
(24), and this is the reason for the difference between 
the results of Balescu and Whittaker. 

The considerations of this section show that only 
limited information about ergodicity can be ob
tained from a study of constructing constants of the 
motion of the form (2), for the question remains as 
to their relevance in this problem. In the case of 
coupled oscillators, one has, in addition to this, the 
question as to the effect of the conditions (29a) 
and (29c). Finally, on the basis of the previous dis-

cussions, it seems very unlikely that the precise 
satisfaction of (29d) should play any role in the 
course-grained ergodicity of systems with any 
finite A. 

V. CONCLUSION 

In this paper we have discussed in some detail 
the problems which are found in various perturba
tion methods as applied to coupled oscillators. Much 
of the discussion has been on known difficulties and 
known methods of attack (e.g., shifted frequencies). 
An attempt has been made here to clarify and unify 
these points and then to investigate methods which 
may be capable of treating these problems. The study 
of these methods showed that it is necessary to make 
an assumption, (10), about the frequencies O(m) 
[Eq. (6)], the justification of which seems likely only 
for certain methods. This together with considera
tions of practical simplicity in applying the perturba
tion methods led to our final formulation (20)-(22). 
To shed further light on the system of coupled oscil
lators we discussed the relevance and limitations 
of both Fermi's and Balescu's criterions for the 
ergodic behavior of interacting systems. In a second 
paper we will study some specific systems, whose 
behavior is determined by computer solutions of the 
equations of motion. This will make it possible to 
check the present perturbation method for various 
values of A, {Wk}, and different forms of V;kl [in 
Eq. (16)]. 
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The orbit stability theory of Lyapunov has been adapted to the Vlasov-Boltzmann equation 
governing plaamaa. Both linear and nonlinear stability are considered. The theory is characterized 
by a search for Lyapunov functions, whose existence implies stability in analogy with particles trapped 
in a potential well, as in the energy principle. The most important result is an existence theorem for 
Lyapunov functions quadratic in perturbations in all linearly stable cases in which perturbations 
damp asymptotically (sufficiently fast). As a corollary, without damping, the existence of a quadratic 
Lyapunov function is necessary and sufficient to prevent exponential growth of perturbations. A 
prescription is given for finding Lyapunov functions which are constants of motion. An example is 
treated. The implication of nonlinear stability from linear stability with damping is discussed, and 
Dr. C. S. Gardner's direct proof of nonlinear stability of a Maxwellian plasma by Lyapunov's method 
is reported. 

1. INTRODUCTION 

IN this paper, Lyapunov's classic theory of sta
bility of finite-dimensional systems1 is adapted 

to treat continuous media, in particular plasmas 
obeying the Vlasov-Boltzmann equation. The general 
results also apply to moment equations. The theory 
is characterized by a search for so-called Lyapunov 
functions, whose existence implies stability in 
analogy with particles trapped in potential wells. 
Let vectors 1f;(t) describe system perturbations and 
define stability as boundedness in time of some norm 
thereof, 111f;(t)ll. A real, scalar functional, V[1f;(t) , t], 
is a Lyapunov function if, for all 1f; and all t > 0, 
V(1f;) is finite and V(1f;, t) ;:::: X 111f;11, some X > 0, 
and if dVldt ~ 0, all t > O. Then 111f;(t)II ~ X-I 
V[1f;(t) , t] ~ X-I V[1f;(O) , 0]; hence, stability. We 
may speak of linear stability or nonlinear stability 
depending on whether in computing dV I dt, the time 
behavior of 1f;(t) is determined from approximate, 
linearized equations, or from the exact, nonlinear 
equations. 

A well known example of Lyapunov's method in 
the linear stability analysis of plasmas is the energy 
principle, where the energy perturbation is a 
Lyapunov function in the stable case.2

,3 Indeed, 
one interest in Lyapunov's theory is the prospect of 
finding extended "energy principles". As an example 

1 See J. LaSalle and S. Lefschetz, Stability by Liapunov's 
Direct Method (Academic Press Inc., N~w York, 1961); also 
F. R. Gantmacher, The Theory of Matnces (Chelsea Publish
ing Company, New York, 1959); Vol. I, pp, 125-129; Vol. II, 
p:p. 117-125; 185-190. Lyapunov's name is transliterated 
Llapounoff, etc. 

2 I. B. Bernstein, E. A. Frieman, M. D. Kruskal, and R. 
M. Kulsrud, Proc. Roy. Soc. (London) A244, 17 (1958). 

aM. D. KruskaI and C. R. Oberman, Phys, Fluids 1 275 
(1958). ' 

of a nonlinear application, in Appendix A, we report 
Gardner's proof of nonlinear stability of a Max
wellian plasma in which the free-energy perturba
tion is the Lyapunov function. 

Even in the finite dimensional case, finding 
Lyapunov functions is largely a matter of luck. 
However, for finite dimensions there is at least an 
existence theorem for the linear theory, the existence 
of a Lyapunov function in the linear approximation 
being a necessary and sufficient condition for linear 
stability. The proof of a corresponding theorem for 
plasmas is perhaps our most important result, We 
can prove necessity only in the case of asymptotic 
stability, meaning that perturbations are not only 
bounded in time but eventually damp away, for 
example, as a consequence of collisions and particle 
leakage. In this case, the Lyapunov function damps 
steadily; dV Idt < O. On the other hand, in the 
absence of damping, corresponding to frictionless 
particle motion, or to collision less plasmas where 
the phase space distributions do not damp, it is 
known for finite dimensions that linear stability 
implies Lyapunov functions which are constants of 
motion. We discuss this case for plasmas, and obtain 
criteria for finding constants, but we have not been 
successful in showing rigorously that a constant 
must exist in the stable case. 

Our most useful result for collisionless plasmas is 
a corollary of the case with damping. In order to 
apply the asymptotic stability theorem depending 
on damping, we simply introduce artificial damping 
by the transformation u = 1f; exp (- p,t) and apply 
our asymptotic stability theorem to the equation 
satisfied by the u's. Asymptotic stability of the u's 
guarantees that perturbations 1f; of the original 

559 
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system grow slower than exp Ilt. Taking p. small but 
finite yields, for all practical purposes, a criterion 
for linear stability of collision less plasmas against 
exponential growth of perturbations. Slower growth 
like powers of t is left open to question. 

In addition to existence theorems for Lyapunov 
functions, another of Lyapunov's results which we 
have attempted to extend to plasmas is the theorem 
that, with damping, linear stability implies non· 
linear stability. However, we have not achieved 
rigor, and in any case, the role of damping limits 
practical usefulness. Lyapunov's nonlinear criterion 
is derived from the requirement that the greatest 
rate of growth due to nonlinear terms be less than 
the slowest rate of damping in the linear approxi
mation. Since the nonlinear growth rate depends on 
the perturbation itself, the criterion is satisfied only 
for perturbations of limited magnitude. For slow 
collision damping and Landau damping, the limit 
is indeed small. However, the limit is at least finite, 
and for plasmas, the criterion is surely pessimistic. 
Further, within the predicted range of stability the 
plasma is exceedingly stable. Even any temporary 
growth of nonlinearly stable perturbations is at 
most comparable to what it would be in the linear 
approximation. 

One aspect of Lyapunov's theory is not touched 
upon. We restrict ourselves to static equilibria, 
whereas he studied also the stability of time-de
pendent equilibria by first transforming to a static 
problem having the same stability character. For 
periodic time dependence, the transformation always 
exists in the finite-dimensional case." 

The paper is organized as follows: Mter defining 
symbols and terms in Sec. 2, we first prove, in Sec. 3, 
adaptations of Lyapunov's linear stability theorems 
in the abstract by methods applicable to partial 
differentio-integral equations. In Sec. 4, these 
theorems are applied to plasmas. Nonlinear sta
bility is discussed in Sec. 5. In Appendix A, we 
record Gardner's proof of nonlinear stability of the 
Maxwell distribution, with or without collisions. 

2. NOTATIONIAND DEFINITIONS 

might be an element of a vector field whose com
ponents are functions of a position vector x, and F 
might be a combination of integral and differential 
operations in x space. Whenever necessary, we 
assume that, for physical problems, acceptable solu
tions exist and are unique and continuous on t > O. 

Let wo, independent of t, be the equilibrium solu
tion whose stability is under study. Writing a general 
solution as w = Wo + 1/1, the equation for the per
turbation, tit, becomes 

otlt/at = P1/I + Q(1/I). (2) 

On the right, we have separated out the linear part 
of F(wo + 1/1). Thus P is a linear operator; Q non
linear. Both P and Q are assumed to be independent 
of t, implying that F is also. It is sufficient for our 
purposes to suppose Q to be quadratic in tit. 

We shall also be interested in the linearized 
equation 

Of{J/ot = Pf{J. (3) 

For convenience, we have used a special notation f{J 

for solutions of the linearized equation. Throughout 
the paper, we employ the notation f{J whenever the 
linear approximation is specifically intended. 

For easy reference, we list as a group the following 
standard and special definitions, denoted hereafter 
by number. 

(D.I) Solutions 1/I(t), f{J(t): We denote by 1/I(t) and 
f{J(t) solutions of (2) and (3), respectively, with initial 
conditions 1/1(0) = 1/1 and f{J(0) = f{J. For brevity, we 
write 1/I(t) simply as 1/1 when no confusion is apt 
to arise. 

(D.2) Scalar product: (1/11,1/12) denotes a Hermitian 
scalar product between vectors 1/11 and tlt2' (1/1, 1/1) 
is positive definite, (1/11, tlt2) = (tlt2, 1/11)*' etc., where 
(*) denotes the complex conjugate. 

(D .3) Norms: A norm 111/111 of vector tit is a positive
definite scalar functional satisfying the triangle in
equality IItPl + tlt211 5: 1I1/1dl + 111/1211. The norm of 
operator A on a set S is the least upper bound of 
IIA(1/I)11/111/I11, all tit E S. The norm of greatest 
interest is 111/111 = (1/1,1/1)1. 

(D.4) Perturbations S: Let S denote the set of 
admissible perturbations. If 1/1 S, then Ct/t E S, 

We wish to study the stability of static solutions of any constant c. For the chosen norm, 111/111 is finite 

iJi¥ / at = IF(w). (1) if 1/1 S. Initial values of both 1/1 and f{J are to be 
chosen from S. Further, we make the important 
assumption that Eqs. (2) and (3) map S into itself. 
As we demonstrate by example in Sec. 4, in practice 
S is chosen as the largest class of perturbations for 
which we can prove simultaneously the validity of 
this assumption, and stability by means of theorems 
of Sec. 3. 

In Lyapunov's original problem, w would be a 
column vector of numbers, say the phase space co
ordinates of a particle, and F(w) would be an 
algebraic function of these coordinates. Here, w 

'F. R. Gantmacher, reference 1, Vol. II, p. 119. 
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(D.5) Stability: We shall define stability in terms 
of norms. Given a choice of norm, 'Ito is stable if 
for every E > 0 there exists ~(E) > 0 such that 
111/I(t) II ~ E, all t > 0, all 1/1(0) E S such that 
111/1(0)11 ~ ~(E). 

(D.6) Lyapunov condition: See Eq. (27). 
(D.7) Hermiticity: At is the Hermitian conjugate 

of linear operator A if (1/11, A1/I2) = (1/12, A t1/l1) * . A 
is Hermitian if A = At, anti-Hermitian if A = - At. 

(D.8) Finite operator: Linear operator A is finite 
on S if (1/1, A1/I) is finite, all 1/1 E S. 

We define the following additional properties of a 
linear operator. Define the ratio R = (1/1, A1/I)/(1/I, 1/1). 
We say that operator A is: 

(D.9) Bounded, if X > R > ~, some finite X and ~, 
all 1/1 E S; 

(D.1O) Positive definite, if R ~ ~, all 1/1 E S, 
some 0 > 0; semi-definite, if 0 = 0; negative (semi) 
definite if (-A) is positive (semi) definite; 

(D.ll) Positive nonzero, if R > 0, all 1/1 E S. 
(D.12) Operators ~: Let ~ denote the set of all 

finite, Hermitian, positive nonzero linear operators 
on S which are independent of t. 

3. LINEAR STABILITY THEOREMS 

In this section, we define stability by (D.5) with 
norm Ilq:oll = (q:o, q:o)l. In the linear approximation, 
(D.5) is satisfied if (q:o, q:o) is merely bounded on t ~ O. 
When normal modes exist, the usual linear criterion 
that they be bounded is also satisfied. If q:o(t) ex: exp Xl, 
(q:o(t) , q:o(t» = (q:o(O) , q:o(O» exp (2 Re Xt), whence 
nonzero (q:o, q:o) is bounded on positive time if and 
only if Re X ~ O. We defer to Sec. 4 a discussion of 
the physical significance of the choice of product for 
the plasma problem. 

The natural Lyapunov functions associated with 
the scalar product norm are Hermitian forms. Our 
most important new results are existence theorems 
(3 and 4) for Lyapunov functions of this type. First, 
we give sufficient conditions for stability. Note the 
crucial use of the assumption that (3) maps S into 
itself. We shall return to this vital point in dis
cussing applications. 

Theorem 1. (q:o(t) , q:o(t» is bounded on t ~ 0, all 
q:o E S, if there exists a positive definite H + E ~ 

such that [H +P + PtH +1 is negative semidefinite on S. 
The set ~ was defined by (D.12). We have added 

the property of definiteness. 

If H + satisfies the theorem, and if q:o(t) E S, all t ~ 0, 
the right side is always negative or zero. Hence, 
(q:o, H +q:o) is monotone decreasing on t ~ 0, and is a 
Lyapunov function. As in the introduction, by 
definiteness of H +, there exists 0 > 0 such that 
(q:o, q:o) ~ O-l(q:o, H +q:o), whence (q:o, q:o) is bounded 
because (q:o, H +q:o) is. Note, by the way, that the 
existence of H + also guarantees uniqueness of solu
tions of (3) by a standard proof. If q:ol and q:02 are 
solutions, q:ol - q:02 is also. Let q:ol = q:02 at t = O. 
Then (q:ol - q:02, H+(q:ol - q:02)), initially zero, remains 
zero, which, by definiteness of H +, implies that 
q:ol = q:02, all t > o. 

The above theorem provides a convenient test to 
determine whether (q:o, H+q:o) is a Lyapunov function. 
The question arises whether the test is ever satisfied. 
We examine first the case with the right side of (4) 
equal to zero, whence (q:o, H +q:o) is a constant of 
motion. By analogy with frictionless particle motion 
we might expect that constant Lyapunov functions 
must exist for stable, collisionless plasmas. Though 
an example is given in Sec. 4, a general existence 
theorem for this case is lacking.5 We do show, how
ever, in the next theorem, that the test of Theorem 1 
applies if constants exist. 

Theorem 2. If H is Hermitian and independent of t, 
(q:o(t), Hq:o(t» is constant if and only if [HP + ptH] = 0 
on S. 

Sufficiency follows from (4) if (3) maps S into S. 
Conversely, if the right side of (4) is zero, all q:o E S, 
one can show that [HP + ptHl = 0 acting on S; 
hence, necessity. Note that H need not be definite. 
This theorem generalizes the well known quantum 
mechanical rule for finding constants of motion. 
Multiplying (3) by i to obtain the Schrodinger equa
tion, the Hamiltonian iP being Hermitian, the 
theorem reduces to the requirement that Hand iP 
commute. Some variations of theorem 2 were given 
in reference 8. 

Existence of a constant Lyapunov function only 
shows that perturbations are bounded. We consider 
now the case in which, measured in the chosen norm, 
perturbations damp away. For example, even for 

6 We can show, in analogy with constructions (5) and (7), 
there exist constants of the form (<p, H +<p), H + E ~, if and only 
if the time average 

T+, 
lim T-l! dt'(<p(t'), B<p(t'») 
T- • 

We shall show that (q:o, H+q:o) is a Lyapunov func
tion, described in the introduction. It is finite and 
definite by assumed properties of H +. Differentiating, 

exists and is nonzero, some bounded B E ~. However, though 
true in finite dimensions, a general proof that the existence of 

(4) such an average is necessary for stability without damping-is 
lacking. • 
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collisionless plasmas, in a norm IIY'II = (fax E2)', 
E being the electric field perturbation, all finite 11Y'1I, 
damp asymptotically if the plasma is stable and 
exhibits Landau damping. With damping, we obtain 
an existence theorem for Lyapunov functions. 

Suppose f~ dt (Y', Y') < co, all Y' E S. Let B be 
bounded and B E ~, B = 1 being an example. 
Define6 

I(t) = tD dt' (Y'(t'), BY'(t'». (5) 

If B = 1, ICt) converges by assumption. By com
parison with this case, I(t) converges for all bounded 
B E ~. I(t) is positive, since B is positive nonzero, 
and monotone decreasing, since dI/dt = - (Y', BY'). 
Now, write Y'(t) as Y'Ct) = T(t) Y'(O) , T(t) being the 
linear solution operator for (3) with the property 
T(t + .1) = T(t) T(.1). Rewrite ICt) as 

f'" dt' (T(t' - t)Y'(t) , BT(t' - t)Y'(t» 

Y'(t) < co, all Y' E S, if and only if, for some H + E ~, 
[H +p + ptH +1 is negative definite on S. 

Necessity is proved on identifying H + with (7) 
if we show that [H+P + ptH+l is negative definite. 
Since I(t) = (Y', H +Y'), dI/dt is given by (4), but also 
dI/dt = - (Y', BY')' Equating these expressions and 
using boundedness of B yields the negative definite
ness condition, (Y', [H+P + ptH+1Y') ::; -/iCY', Y'), 
some 0 > O. To prove sufficiency, we use negative 
definiteness in (4) to yield 

(8) 

valid for all t :2: 0 if (3) maps S -7 S. Integrating (8)/ 

(Y'(t), H +Y'(t» - (Y'(O) , H +Y'(O» 

::; - 0 L dt' (Y'(t') , Y'(t'». (9) 

Since all quantities are positive, it follows that 

= (Y'(t), LC' ds Tt(s)BT(s) J(t)). (6) which is finite by finiteness of H +. (Y'(t), Y'(t» is also 
bounded, all t :2: O. By (4), (Y', H +Y') is monotone 
decreasing, whence (Y', Y') is at least finite because 
H + is nonzero. Since (Y'(t), Y'(t» is everywhere finite 
and integrable, it must be bounded on t ~ O. 

In the second step, we made the variable change 
s = t' - t, we brought T on the left over as its 
Hermitian conjugate, and we interchanged the order 
of integrating on s and taking the scalar product. 
We shall denote the operator in brackets by 

We have shown that, with damping, there exists 
a whole class of H + satisfying the theorem, being the 
class generated by the bounded B E ~. For each such 

H+ = 10'" as T\s)BT(s). (7) H +, (Y', H +Y') is a Lyapunov function in a modified 

Then, I(t) = (Y'(t), H +Y'(t». 
By its form, H + is linear, Hermitian and inde

pendent of t. By properties of I(t), it is finite and at 
least positive nonzero, whence H + E ~, and (Y'(t) , 
H +Y'(t» is monotone decreasing. (Y', H +Y') fails in 
being a Lyapunov function only in that H +, though 
positive nonzero, is not necessarily definite. De
finiteness, defined by I(t)/(Y'(t), Y'(t» :2: 0 > 0, 
fails if perturbations damp arbitrarily fast, just the 
case, for example, with Landau damping of plane 
waves of arbitrarily short wavelength. As we shall 
see from the next theorem, the difficulty is over
come if we broaden slightly our concept of Lyapunov 
functions. Alternatively, in practice it may turn out 
that, for one of the H +, IIY'II = (Y', H +Y')i is a suitable 
norm, in which case the norm itself is a Lyapunov 
function of the usual type. 

Theorem 3. Y'(t) is bounded on t :2: 0 and J~ dt(Y'(t), 

a For this approach, I am indebted to Dr. C. S. Gardner, 
whose suggestion that constants of motion be constructed 
from time averages (reference 5) led naturally to construction 
(5). 

sense. Like a Lyapunov function, (Y', H +Y') is a 
monotone, positive test function whose properties 
imply properties of (Y', Y'). In Lyapunov's original 
method, the property of H + is definiteness, implying 
boundedness of (Y', Y'). Here, the property of H + 

is its rate of decrease, expressed by (8), which im
plies boundedness and also integrability of (Y', Y'). 

While, as we noted above, in certain norms the 
preceding theorem can in principle be applied to 
Landau-damped collisionless plasmas, in norms dis
cussed in the next section, chosen to bound per
turbations of the phase space distribution as well 
as field disturbances, IIY'II is not expected to damp. 
To treat this case by theorem 3, we make the trans
formation u(t) = exp (- pt) Y'(t) , f.J. > 0, where 
u E S if Y' does. The following useful corollary is 
obtained by applying theorem 3 to the equation satis
fied by the u's, just (au/at) = (P - f.J.)u. 

Theorem 4. If f.J. > 0, J; dt(Y', Y') exp (-2f.J.t) < co, 

all Y' E S, if and only if, for some H + E ~, fH +P + 
ptH + - 2f.J.H +1 i8 negative definite on S. 

1 This step of the proof was suggested by Dr. C. O. Beasley. 
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If (u, u) is integrable, (I{), I{) grows slower than 
exp (2J.l.t). Thus, by choosing J.l. small but finite, for 
practical purposes theorem 4 provides a criterion for 
stability against exponential growth. The theorem 
always applies, since, if (I{), I{) exp (-2J.l.t) is at least 
bounded with a given choice of J.l., it is integrable if 
J.l. is increased slightly. 

4. LINEAR STABILITY OF PLASMAS 

We turn now to the application of the preceeding 
general theorems to plasma problems. We assume 
plasma dynamics to be governed by the Vlasov
Boltzmann equation, which we now present in con
venient notation. Let the time-independent equilib
rium state whose stability is to be examined be de
scribed by phase space distributions, f~ il (x, v), one 
for each particle species, i, and by static electric 
and magnetic fields, Eo and Bo. The latter are meant 
to include fields of external origin as well as plasma 
fields. Let distribution perturbations be f.; field 
perturbations, E and B. The time-evolution of each 
f. is governed by 

at. + LI + .!1..£ at~il .(E + v xB) at .. m. av 

= -q.ati.(E+vxB) + (ati ) (10) 
m. av at colI. 

Here q. is the charge and m. the mass of particles of 
species i. A collision term has been retained on the 
right, along with a quadratic term to be discarded 
on linearization. The operator L. is 

a 1 ( a7ri ) a L· = v·- + - -- + q.vxB .-. , ax m. ax ' 0 av (11) 

The potential 7r.(x) gives rise to q.Eo as well as any 
externally applied static forces, such as gravitation. 
L. governs equilibrium; Ld~i) = [af6 il jat]coll' Other 
embellishments of Eq. (10) might include the ad
dition of source and loss terms. 

The field perturbations, E and B, satisfy Maxwell's 
equations with charge source L. qi J dv f. and 
current source L. q. J dv vf •. With properly charge
conserving collision, source, and loss terms, (10) is 
consistent with these equations in that multiplying 
(10) by qi, integrating over v and summing over 
species yields the continuity equation. 

A simplification arises if B is neglected or, less 
drastic, if retardation is neglected in wave propaga
tion. In both cases, instantaneous fields are given 
as integrals over the instantaneous distributions, 
and the i. afford a complete description of the 
plasma. Then if; is just a vector with the t. as com
ponents. The plasma analogue of Eq. (2) is obtained 

by substituting into (10) the solution of Maxwell's 
equations for E and B in terms of the fi' The left
hand side of (10), together with a linear contribu
tion from the collision term, gives rise to PI/I. The 
remainder gives Q(I/I). The explicit form of the 
operator P neglecting both collisions and B was 
given previously, as was a form retaining B but 
neglecting retardation.s 

Here we shall treat the more general case including 
retardation effects. The instantaneous ii no longer 
constitute a complete plasma description, since with 
retardation the fields depend on the past history of 
the particles. The most convenient description seems 
to be in terms of the f. plus E and B. Thus the field 
components are to be added to the components of if;, 
yielding altogether 6 + n components if there are n 
charge species. As dynamical equations, we take 
Eq. (10) plus the two curl equations of Maxwell, 

aB 
at 
dE 
at 

-curl E (12) 

curl B - ~ qi J dv Vii' (13) 

This set of equations contains only first derivatives 
in time and hence can be put in the form of Eq. (2) 
to which Lyapunov's theory applies. The description 
contains two redundant variables in that E and B 
are also subject to Maxwell's divergence equations 
as constraints, 

V·E = ~ qi J dvii; 

V·B = O. 

(14) 

(15) 

These constraints may be applied as initial condi
tions. Because, as we noted, (10) is consistent with 
the continuity equation, a solution I/I(f, E, B) of 
(10)-(13) which satisfies (14) and (15) at t = 0, 
does so for all t. We have not found a more economi
cal description, say in terms of potentials, which 
can be put in the form of Eq. (2). 

We note that, despite the constraints, if; may repre
sent a perturbation in the fields with no corre
sponding perturbation of the particle distributions 
if E and B constitute a pure radiation field. For 
example, if; might represent the onset of an rf 
pulse of external origin. Also, if; may correspond to a 
net change in particle number. 

In discussing linear stability in Sec. 3, we employed, 
as a norm, the square root of a scalar product. One 
dimensionless product of interest is 

8 T. K. Fowler, Phys. Fluids 4, 1393 (1961); 5, 249 (1962). 
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(No VOr{y j; J dx dv (f;1))*f;2) 

+ J dx (E~.E2 + B~'B2)}' (16) 

The star denotes the complex conjugate. While 
only real perturbations are of interest, we have 
employed the complex product for generality. In 
addition to a direct attack on Eqs. (10)-(13), on 
employing the complex product, our methods also 
apply to possible simpler equations obtained from 
(10) by Fourier analysis with respect to some 
~gnorable coordinate, such as the azimuthal angle 
ill the case of axially symmetric equilibria. 

The range of integration in (16) depends on the 
boundary conditions of the problem. As the range 
invariably includes all v space, the fi must fall to 
zero asymptotically in v fast enough to insure the 
required finiteness of (1/1, 1/1). In idealized problems 
ignoring the external environment, the range also 
covers all x, and fi, E and B must suitably vanish 
at large x as well. 

In (16), V is the plasma volume (or, for infinite 
plasmas, an arbitrary volume) and 

(17) 

(18) 

'Y = h(2nOI L mi)!(OINo). (19) 
i 

As normalized, the first term of (1/1, 1/1) given by (16) 
is crudely the square ratio of the number of particles 
involved in the perturbation to the number of 
particles in equilibrium. The second term is the ratio 
of the perturbed field energy to the total equilibrium 
kinetic energy. While these measures of perturba
tion magnitudes have some physical appeal and the 
scalar product (16) is mathematically simple, it is 
perhaps not possible to say that bounding (16), or 
any other one macroscopic norm, is for all equilibria 
a physically satisfactory stability criterion. The prob
lem of chosing meaningful norms has been discussed 
by Backus.9 Of course, as was pointed out in Sec. 3 
in the linear approximation bounding any quadratic' 
definite norm at least forbids growing normal modes' 
'P(t) = g(x, v) exp (Xt). ' 

We turn now to techniques for applying Lyapunov's 
linear theory, with examples. We represent the 
linearization of Eqs. (10)-(13) as follows. If there 
are n charge species, we first drop collisions and 
define 

o : ql iJf6') !ll (v x af6!)). 
:-m1 av' m! av 
I 
I 
I 
I • 

M= O 
. : - qn af6n) q ( aten)) -L" 1----· ~ vx-o- . 

Imn av mn av (20) 

--------------------1-------------------

E - ql J dv v ... - qn J dv v i 0 curl 

o 

The equation (a1/l/at) = M1/I should reproduce (12), 
(13), and n linearized, collisionless equations for the 
fi obtained by setting the right-hand side of (10) 
~qual to zero. The shorthand notations employed 
ill (20) are best understood by making this com
parison. A vector, say E, denotes its three com
ponents in a column, while a vector followed by a 
dot, such as [(afolav).], denotes its three components 
in a row, as if the dot product is to be taken when the 
matrix operates on something. Zeros in the n X n 
upper left-hand block of M indicate that this block 
is diagonal. Curl denotes, of course, an antisymmetric 
3 X 3 matrix of partial derivative operations in 
space: 

I 

o : -curl o 

o -a z ay 

curl = (21) 

-ay ax 0 

The integral sign, f dv, denotes integration on what 
follows if after M operates on something. The matrix 
operator M is square, dimension (6 + n). 

Neglecting collisions, M = P occurring in Eqs. 
(~) and (3). To complete P in the general case a 
hnearized collision operator acting on the first n 
elements of 1/1 could be added. 

In order to understand the symmetry structure 

i G. Backus, J. Math. Phys. 1, 178 (1960). 
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of the operator P, necessary in order to apply 
Lyapunov's linear theory, we consider as an exampel 
a Maxwellian plasma. Let I~') = 11, exp (-e,jT,), 
where 11, is a normalization and e, = im,v2 + '!r,(x). 
Then elements of M containing v x (a/~i) jav) vanish, 
and (m~l a/~i) jav) can be written [(d/~i) jde,)v·l. 
Note that, as was discussed in reference 8, such 
distributions could represent plasmas confined by a 
static gravitational potential well included in '!rex). 

As a preliminary step to proving stability, we will 
show that the following diagonal operator, H +, is 
definite and belongs to the class ~, defined by (D.12), 
and H +M is anti-Hermitian with respect to the 
scalar product (16): 

( 
dt~I))-1 

-"1- 0 
d8 l 

o 

( 
d/~n»)-l 

-"1-
dBn 

1 

1 
(22) 

H + is independent of t. It is Hermitian because it is 
diagonal with real functions as elements and it is pos
itive definite because (-d/~i) jd8,)-1 = T,j/~i) > O. 
If also (~, H +~) is finite, all ~ E S, then H + E ~. 
From (22) and (16), 

-! J * (~)-l (~, H +~) - 2 ~ dx dv I d, d8, 

+ ~ J dx (E*·E + B*·B). (23) 

We shall simply restrict S sufficiently to guarantee 
finiteness of this quadratic form. Then I~ falls off 
in Ivl at least as fast as I~i), and so forth. 

Defilling the current j = E, q, f dv vi" we find 

(~l' H+M~2) = ~ ~ J dx dv (f~1)*(1rrILd~2) 
+ ~ J dx (n.E2 - E~·j2) 

+ ~ J dx (E~. curl B2 - B~· curl E2)' (24) 

As an idealization, we take for the range of spatial 
integration all x with I" E and B falling to zero at 
large x and v sufficiently fast to assure the existence 
of (24). Then the curl operator, Eq. (21), is Hermi
tian in the scalar product (a, b) = f dx a*·b. 
Similarly, the operator (d/~i) jd8,)-lL, is anti
Hermitian in the product (I, g) = f dx dv f*g, 

which follows from the facts that L. is anti
Hermitian in this product, the real function 
(d/~i) jd8;)-1 is Hermitian, and they commute, be
cause L,(dlri° jd8,)-1 = 0 and L, is a first-order 
differential operator. Making use of these symmetries 
in (24) yields (~l' H+M~2) = -(~2, H+M~l)*' Thus, 
acting on the set of perturbations, 80, satisfying 
boundary conditions utilized in obtaining this 
result, H +M is anti-Hermitian as claimed, and 
[H +M + MtH +1 = o. If we can find a subset, 8, 
of So such that H + is finite on S and the Vlasov 
equation maps 8 into 8, the conditions for linear 
stability by theorem 1 are satisfied on S. In this 
case, H + would also satisfy theorem 2, whence the 
Lyapunov function, (~, H +~), is a constant of 
motion. 

While we shall not attempt a rigorous proof, we 
suggest that such an S is the set of all ~ satisfying 
(14) and (15) such that (~, H +~) and d(~, H +~)jdt 
exist and ~ is analytic in x and v. Since M ~ is an 
analytic functional of ~, we expect solution ~(t) to 
be continuous in t, preserving analyticity in x and v, 
and (~, H +~) to be continuous also, at least on a 
finite interval 0 :::; t :::; t1 • Since also (10)-(13) pre
serve (14) and (15), ~(t) E 8 on the interval. Then, 
by properties of H + on 8, (~, H +~) and djdt (~, H +~) 
are constant in the interval, the derivative being 
in fact zero, and the situation at t = tl is much the 
same as at t = O. Continuing the argument, interval 
by interval, we conclude that, if ~(O) E 8, ~(t) E 8, 
all t > 0; hence, 8 ~ 8. 

The above argument may also be applied with 
the boundary condition that the plasma is sur
rounded by a surface which absorbs particles and 
energy. With these conditions, integrating by parts 
in (24) and recalling the Hermiticity definition (D.7), 
we obtain 

(~2' (H+M)t~I)* = -(~2' H+M~l)* 

- ~ ~ J dv dS·v (3p(f;1)*/~2)( -:~:i)rl 

- ~ J dS·{3F(E~ XB2 + E2 xB~). (25) 

Here dS denotes a surface element, and {3p and {31' 
symbolize the boundary condition instructions to ex
clude in the integrations regions in which dS·v < 0, 
corresponding to returning particles, and, if ~l = ~2, 
to exclude dS· (E xB) < 0, corresponding to return
ing radiation, E x B being the Poynting vector. 
Thus, with ~1 = ~2 and Maxwellian I~i), the second 
and third terms on the right side of (25) always are 
positive or zero. Transposing the first term on the 
right to the left side, it follows that {H +M + MtH +1 
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is negative semidefinite on S, again compatible with 
theorem 1. 

All conditions of theorem 1 having been satisfied 
on S, the collisionless Maxwellian plasma is shown 
to be linearly stable against the set of perturbations, 
S, which includes, loosely speaking, all perturbations 
with finite field energy and f/s localized to the 
region of phase space occupied by the f~i). The proof 
also holds for any other sets of f~i) which damp fast 
enough at large Ivl and which are everywhere mono
tonic decreasing functions of the equilibrium particle 
energies, 8 i , since H + is definite for any such f6i). 
Thus we have extended our previously reported 
proof of stability of this class of functions by 
Lyapunov's method to include effects of retarda
tion in field propagation.s Finally, collisions may 
be included. In Appendix A, we identify expecta
tion values of H + in (23) with the lowest-order 
terms in an expansion of the free energy. Thus 
we may apply Boltzmann's H Theorem to obtain 
d(q;, H +q;)/dt ~ 0, and again (q;, H +<,0) is a Lyapunov 
function. 

The fact that our linear stability proof has em
ployed the free energy calls to mind the thermo
dynamic stability criterion requiring free energy 
to be minimal at equilibrium. lO Indeed, our require
ment that H + be definite ensures that any free
energy perturbation is positive, or free energy itself 
has a minimum. Now, the thermodynamic criterion 
was proven only near true equilibrium.ll Theorem 3 
in fact assures us that there always exists in the 
asymptotically stable case a quantity which, like 
free energy, is minimal at the stationary state whose 
stability is in question and which in the linear ap
proximation damps monotonically in time. However, 
the nature of this quantity is not specified, and it 
may not in any sense be the same quantity in all 
cases. 

5. NONLINEAR STABILITY 

As was pointed out in the introduction, one may 
be lucky enough to show that some functional is a 
Lyapunov function without linearizing the Vlasov 
equation, and in Appendix A, we report Gardner's 
success in proving nonlinear stability of a Maxwellian 
plasma by this means. In addition to this "direct 
method", Lyapunov also discussed nonlinear sta
bility as a consequence of linear stability when all 
modes damp. While it appears to be difficult to 

10 E. A. Gugenheim, Thermodynamics (North-Holland 
Publishing Company, Amsterdam, 1957), p. 97. 

11 For thermodynamic treatments near thermal equi
librium, see references in the paper of P. Glansdorff, I. 
Prigogine, and D. F. Hays, Phys. Fluids 5, 114 (1962). 

apply the technique with rigor to plasma problems, 
the approach does give insight into the nonlinear 
extrapolation of linear behavior. 

Lyapunov proves nonlinear stability when linear 
damping competes successfully with growth due to 
nonlinear terms. We consider first collision damping 
and present a version of Lyapunov's theorem tailored 
to the linear stability criteria of theorem 3. 

Suppose there exists H + E ~ [~ is defined by 
(D.12)1 such that [H +p + PtH +1 is negative definite 
on S. Then, nonlinearly, for some 0 > 0 and all 
1{;E S, 

(d/dt)(1{;, H+if;) ~ -o(1{;, 1{;) 

+ 2 Re (1{;, H+Q(1{;» , (26) 

where Q(1{;), the nonlinear term of (2), is in our case 
quadratic in 1{;. Suppose that, for all1{; E S, 

IRe (1{;, H+Q(if;» I ~ !f3(if;, 1{;)(1{;, H+if;), (27) 

which is a kind of boundedness which we shall call a 
Lyapunov condition. Then, by (26), for all if; E S, 

(d/dt)(if;, H+1{;) ~ [-0 + (3(1{;, H+1{;)l(1{;, 1{;). (28) 

Clearly, if (2) maps S into S, (if;, H +1{;) is monotone
decreasing for all time if, at t = 0, 

(29) 

Nonlinear stability follows in a norm I 11{;1 I = (1{;, H +1{;)! 
in accordance with (D.5). If H + is positive definite, 
rather than merely nonzero as was required if 
H + E ~, the system is also nonlinearly stable in the 
norm 111{;11 = (1{;, 1{;)t. In either case, at least (1{;, 1{;) ~ 0 
as t ~ ro. Replacing the bracket in (28) by its maxi
mum value under condition (29), by exact analogy 
with the sufficiency proof of theorem 3 we see that 
(1{;, 1{;) is bounded and integrable on t > O. 

To summarize: 
Theorem 5. If S maps into S and Q satisfies the 

Lyapunov condition on S, negative definiteness of 
[H +P + ptH +1 on S is a sufficient condition for non
linear stability in norm 11if;11 = (if;, H+1{;)t if H+ E ~, 
and in norm I I if; I I = (1{;, if;)! if also H+ is definite. In 
either case, (if;, 1{;) ~ 0 as t ~ ro. 

Thus, we have found that, granting the Lyapunov 
condition, our necessary and sufficient condition 
(theorem 3) for the linear damping of perturbations 
1{; is at least sufficient for nonlinear stability. Further, 
if H + is definite, the perturbations are held under as 
tight control nonlinearly as linearly, since (1{;, H +1{;) 
is monotone-decreasing and (1{;, 1{;) ~ X (1{;, H +1{;), 
some X > O. However, in either case stability is 
assured only for perturbations of limited magnitude 
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at t = O. Fonnula (29) for the limit is just the condi
tion that an upper bound on the nonlinear growth 
constant fJ("', HAl) be controlled by a lower bound 
on the linear damping rate o. Of course, the theorem 
loses content if f3- 1 0 --t O. 

Of the two required bounds, that on f3-the 
Lyapunov condition (27)-is the more difficult to 
guarantee on an interestingly large set of plasma 
perturbations, S also known to be mapped into 
itself by the nonlinear Vlasov equation. For example, 
consider again the Maxwellian plasma discussed in 
Sec. 4, with H + given by (22). We may assume that, 
with collisions and an absorbing boundary, H + satis
fies the conditions of theorem 5 on the set S, dis
cussed in Sec. 4, consisting of all1/! satisfying (14) 
and (15) with ("', H +"') and d("" H+1/!)jdt finite and '" 
analytic in x and v. By appealing to continuity, as 
in Sec. 4, one may conclude that S is mapped into 
itself, at least on an interval 0 ~ t ~ ti • Then 
('" H+Q("'», being one tenn of d("" H+",)jdt, is 
pr~bably also finite on the interval, and, if the 
interval is short enough, (27) is satisfied on the 
interval with some f3(t l ) depending on ti • However, 
without assurance that (:J(tI) is itself bounded as tl 
is allowed to increase, the Lyapunov condition fails 
and theorem 5 is inapplicable. 

Consider the tenn (atjdv)·E contributing to Q. 
Then, for the Maxwellian equilibrium, 

The difficulty in satisfying (27) is twofold. First, 
ajav is not a bounded operator in product (16), 
nor in product ["', "'J == ("', H +",). In our special 
case, by parts integration ajav may be replaced by 
v, but, as an operator, this quantity is similarly 
unbounded. Secondly, because (30) is cubic in t 
and E, a bound on the quadratic fonn (16) places 
no limit on (30) if rand E2 are allowed to accumulate 
at a point in space. 

Now, we may argue that neither of these possible 
difficulties is real. On an interval such that (27) 
holds, (1/!, H +"') is monotone-decreasing, whence the 
field energy is bounded and, by energy conservation, 
the kinetic energy is also. Thus, it seems unlikely 
that f dx dv vtlto is steadily increasing (the first 
difficulty), and we expect Landau damping to sup
press accumulation of rand E2 over distances less 
than the Debye length. A bound such as (27) might 
be derived from these plausible limitations, but we 
have not been able to obtain a more rigorous bound. 
In any case, collision damping is so slow that the 

limit on stable perturbations, Eq. (29), is extremely 
small. 

Finally, one may attempt to avoid the above diffi
culties in satisfying the Lyapunov condition by 
changing nonns. A more convenient fonn of theorem 
5 for general nonns is given in Bellman's book.l2 
The appropriate Lyapunov condition requires that 
for every EO > 0 there exists o( e) > 0 such that 
IIQ("')II ~ E 11"'11, all '" E S such that 11"'11 ~ o. 
A nonn rigorously satisfying this requirement is 
(one-dimensional, one-species plasma, electrostatic 
perturbations only); 

""'(t,E)!1 

= lim sup {IE(X) I + t p" J dv I~!I}· (31) 
<.11 .,) n-O 

The series takes care of the velocity derivative diffi
culty, and the absence of spatial integrals avoids 
the point accumulation problem. The generalization 
to three dimensions and magnetic perturbations is 
straightforward. Now the problem is to prove, by 
any means, linear stability in such a nonn on a set 
mapped into itself. Bellman's proof is developed from 
the integral equation equivalent to (2), 

1/!(t) = T(t)1/I(0) + L dt' T(t - t')Q[1/I(t')], (32) 

where T(t) is again the solution operator for the 
linearized equation (3). Specifically, it is required of 
linear behavior that, in nonn (31), II T(t) II is bounded 
and integrable on t ;::: O. 

Theorem 5 is not useful in treating Landau
damped collisionless plasmas because the t/s do 
not damp. Since condition (27) requires knowledge 
of the 1/s, one cannot, as in the linear theory, resort 
to a scalar product involving only damping field 
quantities, say f dx E2. However, the second version 
of the nonlinear stability theorem, employing norms 
like (31), can be adapted to prove nonlinear sta
bility as a consequence of linear Landau damping. 
In fact, one shows also that Landau damping of the 
fields persists nonlinearly, a problem discussed by 
Montgomery and Gonnan.13 Returning to the one
dimensional plasma B = 0, let U = R"" where the 
transfonnation simply mUltiplies t by exp ( - Xt) and 
E by exp (Xt). Then U(O) = 1/1(0) and, dropping 
collisions, Q(y,.) = Q(U). Operating on (32) by R(t) 
gives 

12 R. Bellman, Stability Theory of Differential Equations 
(McGraw-Hill Book Company, Inc., New York, 1953), pp. 
78-85. 

13 D. Montgomery and D. Gorman, Phys. Rev. 124, 
1309 (1961). 
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U(t) = R(t)T(t) U(O) 

+ { dt'R(t)T(t - t')Q[U(t')]. (33) 

Bellman's version of the nonlinear stability proof 
may be applied to (33). One concludes that, if, in 
norm (31), IIR(t)T(t)11 is bounded on t > 0 and 
g dt' IIR(t)T(t - nil is bounded as t ~ 00, IIUII 
is bounded nonlinearly, whence lEI damps at least as 
fast as exp (-Xt). It is known from Fourier-Laplace 
transform analysis that the linear behavior of a 
Maxwellian plasma satisfies this requirement with 
boundary conditions eliminating oscillations of 
arbitrarily large wavelength. We choose X a little 
less than the minimum linear Landau damping rate. 
Though dnt / dV" cc t", the factor exp ( - At) introduced 
by the transformation controls this growth, any 
A> O. 

In conclusion, we note that, to the extent that a 
Lyapunov condition of form (27) holds even without 
damping, theorem 5 may be employed to set bounds 
on nonlinear growth of linearly stable systems 
for finite times. One simply transforms to u = 

'" exp (-lLt), as in obtaining theorem 4. By non
linear stability of the u's, the ""s grow no faster 
than exp (ILt) if initially", satisfies limit (29). Since 
in this case 0 cc IL, the magnitude limit is inversely 
proportional to the length of time for which the 
""s are effectively bounded; just IL -1. 
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APPENDIX A 

We wish to show the relation of ('P, H +'P), given 
by (23), and free energy. In doing so, we also give 
Gardner's proof of nonlinear stability of a Max
wellian plasma, which is an extension of Newcomb's 
linear proof.14 .15 The proof bypasses linear analysis 

14 See the Appendix to the paper of 1. B. Bernstein, Phys. 
Rev. 109, 10 (1958). 

Ii For similar methods in magnetohydrodynamics, see J. 
Berkowitz, H. Grad, and H. Rubin, Proceedings of the Second 
International Conference on the Peaceful uses of Atomic Energy 
(United Nations, Geneva, 1958), Vol. 31, p. 177. 

by exhibiting a Lyapunov function for the non
linear equation. 

Consider for simplicity a plasma of one-particle 
species with a Maxwell distribution in equilibrium, 
fo = N exp (- e/T), where e = !mv2 + 1I"(x) and 
11" was defined following Eq. (11). Let Bo = O. The 
following quantity is essentially the free energy cor
responding to a perturbation "'(t, E, B): 

F(",) = J dx dv [T(G(f + fo) - G(fo» + (f + lo)e] 

+ ~ J dx (E
2 + B2), (AI) 

where G(x) = (x In N-1x - x). Aside from the sub
traction of a linear term constant by particle con
servation, the first term is T times negative entropy 
normalized to zero at equilibrium, and the second 
and third terms are the internal energy. As particle 
and energy conserving boundary conditions, we let 
x and v integrations cover all space and f, E and B 
damp to zero at large Ixl and Ivl. Presuming that 
these conditions are preserved by continuous solu
tions of (10)-(13), F is forever constant without 
collisions and, by Boltzmann's H theorem, mono
tone-decreasing with collisions. Since F(O) is constant 
if fo is, the change in free energy due to the perturb
ation [IlF = F(",) - F(O)], has similar time behavior. 

We expand 

G(f + 10) = G(fo) + fG'(/o) + !rG"(fo) + .... (A2) 

Here G'(fo) = - 8T-\ and G"(fo) = t~l. For the 
moment we drop higher-order terms. Introducing 
(A2) into (AI), we see that in this approximation 
the free energy perturbation IlF is just the constant 
('P, H+'P) in (23).16 Thus the first term of (23) is 
seen to arise from an expansion of the entropy func
tion, as in reference 14. 

The existence of positive definite IlF quadratic in 
perturbations was employed by Newcomb to prove 
stability of a Maxwellian plasma. a Kruskal and 
Oberman3 adapted the method to obtain in the small 
m/ e limit an energy principle for all functions of 8, 
and possibly other variables, such that afo/ae < o. 
It is their development of Newcomb's proof which 
we have followed above. 

Gardner has observed that, if rather than throw 
away higher-order terms in (A2), we apply the mean 
value theorem, we may terminate the series by re
placing G"(fo) by G"(fo + 11), some Mt) lying be-

• l~ Free. energy is :wha~ Bune!ll~n has called "r.f. energy" 
In ¥s article appeanng In Radwtwn and Waves in Plasmas 
[EdIted by M. Mitchner (Stanford University Press Stan-
ford, California, 1961)]. ' 



                                                                                                                                    

LYAPUNOV'S STABILITY CRITERIA FOR PLASMAS 569 

tween zero and fo. Now, the nonlinear solution is 
required to be positive, whence a median value 
thereof, fo + fl' is also positive. Then for all time 
Gil (fa + h) = T / (to + M > 0, and again flF is 
composed of two positive definite quantities, one 
being the perturbed field energy, ! J dx (E2 + B2). 
For all 1/1 such that flF is initially finite, it follows 
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from the constancy of flF with respect to the non
linear Eq. (10) without collisions that each term, 
in particular the field energy, is bounded nonlinearly, 
and from the damping of flF with collisions that the 
field energy then damps nonlinearly; hence, stability 
in either case. flF is an . example of a Lyapunov 
function.! 
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1. INTRODUCTION 

IN this paper we obtain explicit expressions for 
the partition function for certain simple Lie 

algebras. This function allows us to compute directly 
the multiplicity of a weight in a representation of a 
Lie algebra or group.l We determine this function 
through a study of the combinatorial properties of 
the weights. 

The representations of the Lie algebras in question 
have been considered in connection with various 
physical problems. As examples, we cite studies of 
supermultiplets2 and of global symmetry.a .• 

The concepts of weights and of their multiplicities 
are fundamental in representation theory, and are 
also very intuitive. However, this terminology is 
seldom found in the physical literature, and there
fore we shall give a brief explanation. Given a 
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(semisimple) Lie algebra, we consider a maximal set 
of linearly independent, mutually commuting 
elements. In a representation, the matrices associated 
with such a set can be simultaneously diagonalized, 
and the eigenvalues which are associated with a 
simultaneous eigenvector form a weight. The dimen
sion of the space associated with a given weight is 
the multiplicity of that weight. 

We see that a knowledge of weights and of their 
multiplicities provides a very detailed description of 
representations. To give an example of these con
cepts, let us consider the familiar case of irreducible 
representations of the three-dimensional rotation 
group. Here a single eigenvalue forms a weight, and 
every weight has multiplicity one. (All representa
tions are assumed finite-dimensional. We also remark 
that Behrends et al.a use the word multiplicity in 
a different sense.) 

Our emphasis is on the simple Lie algebras of 
rank 2, i.e. on A 2, B 2, and G2 , and we also discuss Aa. 
The case of rank 1 is trivial, while for Lie algebras of 
rank 3 or greater (except for Aa) the explicit forms 
of the partition function are, apparently, very 
involved. Since the representations of the four Lie 
algebras in question have been analyzed exten
sively by more direct methods,2.a there seems to be 
little immediate application for our results. Never
theless, formulas which provide a closed-form 
solution to a general problem usually turn out to be 
of value. Our results also illustrate a recursion 
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relation which follows from the multiplicity formula. 
Let us review now some concepts3.11 relevant to a 

semisimple Lie algebra g. Let al> ... , ak be the 
simple positive roots of g; these are linearly indepen
dent. Ordinarily we shall think of the roots ai as 
basis vectors: 

al = (1,0, ... ,0), ... ,ak = (0, ... ,0,1). 

Certain linear combinations of the ai constitute 
the complete set of positive roots of g: 

'Pi = E c;;a;, for i = 1, .. , ,M. (1.1) 

Here the CH are nonnegative integers, and 'Pi ~ 0. 
We can define the partition function P for g as 
follows: 

Definition 1.1. Let nl) "', nk be k nonnegative 
integers. Then Penl, ... , nk) equals the number of 
ways in which E njaj can be partitioned into a sum 
of roots 'Pi, i.e., the number of ways we can write 

(1'1,], ••• ,nk) == E nja; = E mi'Pi, 

where the mi are nonnegative integers. If some nj < 0, 
then P(nl' ... , nk) = 0. 

In terms of the function P, we have the following 
multiplicity formula [reference 1, Eq. (1.1.5)]: 

m~(II) = E (sgn q)P[q(g + A) - (g + 11)]. (1.2) 
vEW 

Here m~(II) is the multiplicity of the weight 11 in an 
irreducible representation of 9 having A as its highest 
weight, g = ! E 'Pi, and W is the Weyl group. 

Let us set A = ° in Eq. (1.2). Then m~(p.) = ° 
for p. ~ 0, and 

P(p.) = - E (sgn q)P[p. - (g - O'g)}, (1.3) 
(TEW.O'~e 

for p. ~ ° [reference 1, Eq. (1.1.6)]. This relation 
determines P recursively if we are also given that 
P(o) = 1 and that P(p.) = ° whenever some nj < 0. 

The foregoing definition of P can also be used if 
we have a set of vectors {'P;} which is not related to 
a Lie algebra, provided each !Pi has integral non
negative components and is nonzero. However, 
Eq. (1.3) does not apply in such cases. 

In Sec. 2 we deduce a few combinatorial relations. 
In Sec. 3 the explicit forms of P are tabulated, and 
the proofs are outlined. In Sec. 4 we relate some 
of the properties of P to the recursion relation (1.3). 
Finally, an appendix contains the expressions q(p.) for 
0' W. These are given in order to facilitate the use 
of the multiplicity formula. 

6 H. Weyl, Math. Z. 23, 271; 24, 328, 377 (1925). Re
printed in H. Weyl, Selecta (Birkhiiuser, Basel, 1956), pp. 
262 fT. 

2. SOME COMBINATORIAL RELATIONS 

In this section we present a few combinatorial 
lemmas that will be useful later. Our approach 
depends primarily on relating P(nl' ... , nk) to the 
partition function q for one-dimensional problems. 

We make two remarks before defining the function 
q. First, we always have P ~ 0, and 

P(O) = 1. 

If each nj ~ 0 and if the aj are included among the 
'Pi, then P > 0. The conditions nj ~ ° will always 
be understood, unless an explicit statement to the 
contrary is made. 

Second, an M-tuple (ml' ... , mM) consisting of 
nonnegative integers and satisfying E m;'P; = 
(nl' ••. ,nk) will be called an M -tuple for (1'1,1' •• " ni;). 

We now define for positive integers ii, ... ,ii, 
some of which may be equal, 

q(n; ii, ... ,il) = Pen), (2.1) 

where the function Pen) refers to the set 

{!Pi = i.}15'::::Z' 

In other words, q(n; ii, '" . it) equals the number 
of ways of writing 

where each Tn. is a nonnegative integer. 
We note a few properties of q. We may have 

ml = 1, 2, "', fnjjlJ, and therefore 
(nl; 11 

q(n; jl, ... , jl) = E q(n - ail; ii, ... ,il-l)' 
.-0 

(2.2) 

This equation can be used for an explicit evaluation 
of q. This equation also yields 

q(n; ii, ... ,jl-l, 1) - q(n - 1; ii, ... ,ii-I, 1) 

= q(n; ii, '" ,jl-l)' (2.3) 

Next, let us adopt the notation 
1+1 
~ 

q(n; 1, ... , 1) = ql(n). (2.4) 

The function qz(n) can be evaluated by elementary 
considerations. One gets 

(
n+l) 1 I 

ql(n) = 1 = T! IT (n + a). (2.5) 

We now come to the lemmas which relate 
Penh "', nk) to q. 

Lemma 2.1. Let P be the partition function for the 
following set of vectors: 
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(Jo = (1,0), (J; = (ii, ki ) for i = 1, ... ,N. 

The vector (0, 1) may, but need not, be present among 
the (J,. Let max (jJk i ) ~ nt!n2. Then 

is our technique for those cases where the foregoing 
lemmas are not directly applicable, and we shall 
give an example in the next section. Here we state 
the basic lemma. 

pen!, n2) = q(nz ; kl' ., . , kN). Lemma 2.4. Let P(nl, ... , nk) be the partition 
Proof. In order that (mo, ... , mN) may be an function for the set of vectors Itl) ... ) tM}, and let 

(N + I)-tuple for (n!, n2), we must have tl = (1, 0, ... , 0). Then the difference function 
N 

nl = mo + E mdi' 
i-=1 

N 

n2 = E mik,. 
i-I 

(2.6a, b) 

The assumed inequality implies that if Eq. (2.6b) is 
satisfied by nonnegative mi, for 1 ::::; i ~ N, then 
Eq. (2.6a) is satisfied by a (unique) mo ~ 0. There
fore P equals the number of ways to satisfy Eq. 
(2.6b), and the lemma follows. 

The same type of argument can be used to prove 
the following lemma. 

Lemma 2.2. Let P be the partition function for the 
following set of vectors: 

~1 = (1,0,0), ~2 = (0,0, 1), ~i = (ji,k i , Ii) 

for i = 3, ... ,N. 

Let ji, 1. ::::; k, and let n2 ~ nt, na. Then 

P(nl' n2, n3) = q(n2; ka, ... ,kN)' 

In Lemma 2.3 we find a more involved expression 
forP. 

Lemma 2.3. Let P be the partition function for the 
following set of vectors: 

112 = (1,1,1), '11 = (0, 1, 0), 

1/i = (ii' k" 0) 

1/i = (0, k" lo) 

for i = 3, •. , ,r, 

for i = r + 1, ... ,N. 

For i = 3, .. , , N, let k. ::::; ji or let k. ~ li, as appro
priate, and let n1 + na ~ n2' Then 

mjn(nl.fft,J 

penl , n2, n3) = E q(nl - a; ia, .. , ,ir) 
a-O 

X q(na - a; l'+I' ... , IN)' 

Proof. Let (ml, ... , mN) be an N-tuple for 
(n l , n2, na). Necessarily ° ::; m2 == a ::::; min (nt, na). 
Consider the equations for n l and for na: 

r 

nl - a = L mii" 
i=3 

N 

na - a = L mil •. 
i-r+l 

These equations are independent, and if they are 
satisfied by nonnegative mi, for 3 ::::; i ::::; N, then 
the corresponding equation for n2 can be satisfied by 
an ml ~ O. The conclusion follows, as before. 

Sometimes one can determine P by considering 
first a difference function defined by P. This, in fact, 

C(nt, n2 , ••• ,nk) = P(nl, n2 ... ,nk ) 

- P(n1 - 1, n2, '" ,nk) 

is the partition function for the set of vectors lr2, ... , 
tM}' (An analogous conclusion clearly holds if we 
replace 1 by any other j ::::; M.) 

Proof. The correspondence 

(mi' m2, •.. , rnM) ~ (rnt - 1, m2, ... , mM) 

is a one-to-one correspondence between those M
tuples for (ni' n2, '" , n,,) in which rnl > 0, 
and all M-tuples for (nl - 1, nz, ••• , nk). There 
remain the M-tuples for (nl' n21 ... , nk) in which 
m 1 = 0, and the lemma follows. 

3. THE EVALUATION OF P 

The roots of a semisimple Lie algebra g can be 
considered3

,5 as vectors in the Euclidean k-space 
R", where k is the rank of g. There is a natural 
choice for the angles between the root vectors and 
for their lengths. (However, we shall be concerned 
only with relative lengths.) In the case of Lie algebras 
of rank 2, in particular, we can represent the roots 
as vectors in a plane. These vectors extend into rays 
which divide the plane into a number of sectors. 
This is shown in Fig. 1 for the positive roots. 

The function P has a different form in each sector. 
The details of the geometric configurations will be 
important for us in Sec. 4 and in the Appendix. 
However, our evaluation of P is algebraic, and the 
value of the diagrams in the present section is 
largely heuristic. 

For the semisimple Lie algebra of rank 1, there is 
only one positive root vector, and therefore P(nJ = 1. 

ra) (1)) 

(Bt) FIG. 1. Positive root 
vectors and the cases for 
the Lie algebras of 
rank 2. 
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TABLE I. Partition function for the four Lie algebr!IB. 

Positive root vectors: 

Positive root vectors: 

nl + 1 
n, + 1 

al = <1'1 = (1,0); a, = <P2 = (0, 1); <l'a = (1, 1); <1" = (2, 1) 
la21 = v2lall; 1::(al,0"2) = 135 0 

(a) nl ::s; n, 
(b) n2::S; nl ::s; 2n, 

(e) 2n2 ::s; nl 

ben) ,., q(n; 2, 1, 1) 
= Hn + 2)' for n even, 
= Hn + 1)(n + 3) for n odd; 

Positive root vectors: 

b(nl) 
b(nl) - q,(nl - n, - 1) 

= q,(n2) - b(2n2 - nl - 1) 
q2(n,) 

q,(n) = ~(n + l)(n + 2). 

al = <1'1 = (1,0); a2 = <P2 = (0, 1); <P2 = (1, 1) 
<1" = (2, 1); <1'0 = (3, 1); <1'6 = (3,2) 

la,l = V3lall; 1::(al, a,) = 150° 

(a) nl ::s; n, 
(b) n,::S; nl ::s; in, 
(e) in, ::s; nl ::s; 2n, 

(d) 2n, ::s; nl ::s; 3n2 
(e) 3n, ::s; nl 

g(n) ,., q(n; 3, 3, 2, 1, 1) 
= (1/432)(n + 6)(n3 + 14n' + 54n + 72) 

for n'" 0 mod 6, 
= (1/432)(n + 5)'(n' + IOn + 13) 

for n "" 1, 
= (1/432)(n + 4)(n3 + 16n' + 74n + 68) 

for n "" 2, 
= (1/432)(n + 3)'(n + 5)(n + 9) 

for n "" 3, 

Positive root vectors: 

g(nl) 
g(nl) - h(nl - n2 - 1) 
hen,) - g(3n2 - nl - 1) 

+ h(2n2 - nl - 2) 
h(n2) - g(3n2 - nl -1) 
hen,) 

g(n) = (1/432)(n + 2)(n + 8)(n2 + IOn + 22) 
for n "" 4, 

= (1/432)(n + 1)(n + 5)(n + 7)' 
for n "" 5; 

hen) "" q(n; 2, 1, 1, 1, 1) 
= (1/48)(n + 2)(n + 4)(n2 + 6n + 6) 

for n even, 
= (1/48)(n + 1)(n + 3)'(n + 5) 

for n odd. 

al = <1'1 = (1,0,0); a, = <P2 = (0, 1,0); aa = <1'3 = (0,0, 1); 
<1'. = (1, 1,0); <1'5 = (0, 1, 1); <1'6 = (1, 1, 1) 

la11 = la21 = !aal; 1::(a1, a2) = 1::(a2, aa) = 120°; 1::(a1, a3) = 90° 

(a) n2 ::s; nh n3 qa(n2) 
(b) nl ::s; n, ::s; na q3(n.) + r(n, - nl - 1, -1, no + 1) 
(e) nl ::s; na ::s; n, and nl + na ~ n. r(nl, na + 1, nl + 1) 
(d) nl ::s; n3 ::s; n2 and n, ~ nl + na r(nl, na + 1, nl + 1) - qa(nl + na) + qa(ns) 
Interchanging nl and n3 in C!IBes (b), (e), and (d) leads to analogous c!lBes (b'), (e'), and Cd'), respectively. 

qa(n) = ten + 1)(n + 2)Cn + 3); 

r(n, k, m) = t (k - j)(m - j) = (n + 1)[km - ~n(k + m) + In(2n + I)]. 
j=O 

A single ray takes the place of sectors of Fig. 1. Let us illustrate this in detail for case (b) of B2 • 

We consider, for 0 ~ k ~ n2, Our results for A2, B2, G2, and As are summarized 
in Table I, and the root vectors are also described 
there. Let us first discuss the Lie algebras of rank 2. 
For those cases which correspond to the outside 
regions of Fig. 1, the expressions for P follow from 
Lemma 2.1. For the remaining cases we obtain P 
by finding first a difference function, except for 
case (c) of G2, where we have to start with a second 
difference function. 

C(k, n2) = P(2n2 - k, n2) - P(2n2 - k - 1, n2). (3.1) 

By Lemma 2.4, C(k, n 2 ) is the partition function for 
the vectors (0, 1), (1, 1), (2, 1), and we conclude 
[ef. Lemma 2.1, Eq. (2.3), and Table Il, 

C(k, n2) q(k; 2,1) 

b(k) - b(k - 1). (3.2) 
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For k = 0 we know that P(2nz, n2) = qz(nz) [case 
(a)], and Eq. (3.2) remains valid since b( - 1) = O. 
Equations (3.1) and (3.2) now yield 

P(2nz - k, nz) = qz(nz) - b(k - 1), (3.3) 

as we assert in Table I. In the foregoing, the roles 
of nl and nz can be interchanged, and then the 
alternate expression for P results. 

The last remark suggests a certain symmetry 
between n l and nz• which seems to be lacking for 
case (c) of G2• Indeed, one can construct an alternate 
expression for P for this case, to restore the sym
metry. But this expression would be quite involved, 
and so is omitted. 

The functions q in Table I can be evaluated by a 
repeated use of Eq. (2.2). For a numerical computa
tion of g(n) and hen) one can conveniently use 
the second difference functions, defined by 

rO)(n) = fen) and t<j+lJ(n) = f(j)(n + 1) - t<iJ(n). 

We find [see Eq. (2.3)], 

h(Z)(n) = ben + 2) = !en + 4/ for n even, 

= i(n + 3)(n + 5) for n odd; 

g(2)(6n - 2) = g(2) (6n) = g(2) (6n + 2) = (n + 1)2, 

g(2)(6n - 1) = n(n + 1), 

g(Z\6n + 1) = g(Z)(6n + 3) = (n + 1)(n + 2). (3.4) 

The Lie algebra Aa remains to be discussed. 
Cases (a), (c), and (c') follow directly from Lemmas 
2.2 and 2.3. To determine P in the remaining cases, 
we have to consider appropriate difference functions, 
and the arguments are much the same as before. 
However, we shall not construct any diagrams here. 

4. DISCUSSION OF THE PROPERTmS OF P 

The form of the function P, especially in the case of 
B2 and Gz, is rather striking. We will now show 
how this form can be related to the recursion 
formula (1.3). 

This formula has the following meaning: We 
construct a polygon with vertices defined by the 
vectors u(g), and we label its vertices with alternat
ing signs. [See Fig. 2(a).] We imagine it to be 
movable over the plane, with the orientation of its 
sides preserved. Then, if we place the polygon with 
its center anywhere except at -g, the alternating 
sum indicated by the vertices vanishes. [The excep
tion corresponds to the condition p. ~ 0 in Eq. (1.3).] 

For definiteness, let us consider B 2, and let us refer 
to Fig. 2. We place the octagon at the position (m. 
We see that we must have P = (const.) along the 

(a) (b) 

FIG. 2. Illustra
tion of the recur

(e) sion relation. The 
figure refers to B2• 

outside line. and, more generally, that P(nl, n2) 
depends on only one of the arguments in each 
of the outside regions (a) and (c). Recall that 
P(nl, ... , nk) = 0 if some nj < o. 

Now imagine the octagon inside the region (a), 
and compare with the position ('Y). In region (a), 
P depends only on n2 , and we conclude that 

(4.1) 

this difference remains constant along the vertical 
lines. This corresponds to the fact, that the term 
b(k - 1) in Eq. (3.3) depends only on k, and is 
independent of n2. 

It seems remarkable that the difference in Eq. 
(4.1) is that function which also expresses P in 
region (c), i.e. ben). There may be a deeper reason 
for this, or a more direct reason, but we have not 
been able to find one. 
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APPENDIX: EXPRESSIONS FOR REFLECTED 
VECTORS 

To facilitate the computation of multiplicities by 
Kostant's formula (1.2), we give explicit expressions 
for the permuted vectors u(p.), for the Lie algebras 
considered in this paper. The following discussion 
is based on references 1, 3, and 5. 

Let us suppose that we have a Lie algebra II of 
rank k, and that we have constructed in Rk the 
vectors aj which correspond to the simple positive 
roots. (These vectors must form the specified angles.) 
Then the principal Weyl chamber consists of vectors 
{3 E Rk such that 1: (aj, (3) :::; 90° for all aj. Succes
sive reflections of the principal chamber in its walls 



                                                                                                                                    

574 JAN TARSKI 

TABLE II. Reflected vectors. We denote (nt, n2) or (nt, n2, n3) by p. 

A3 

/TtP = (nt, nt - n2) 
/T2P = (2n2 - nt, n2 - nl) 

/TtP = (nt, nl - n2) 
/T2P = (3n2 - nt, 2n2 - nt) 
/T3P = (2nt - 3n2, nl - 2n2) 

/TtP = (n2 - nI, n2, na) 
/T2P = (n2 - nI, n2, n2 - na) 
/T3P = (nl' n2, n2 - na) 
/T4P = (nt, nt - na, n2 - n3) 
/TiP = (n3 - n2, n3 - nt, n3) 
/TeP = (n2 - nt, na - nt, na) 

yield all the other chambers. The group W is 
generated by such reflections. Given two chambers 
D' and D i

, there is a unique 0' E W which maps D' 
on to Di. 

For B2 and for G2 , some of the chambers corre
spond to the cases of Sec. 3, but this does not apply to 
A2 nor to Aa (and probably would not apply to any 
other simple Lie algebra). The chambers for A 2 , B 2, 

and G2 are shown in Fig. 3. They are so numbered 
that, for 0' E W, 

sgnO' = (_l)i+i if O':D'-tDi • 

In addition, DI is the principal chamber. We shall 
denote by 0', + t the element of W defined by 

Therefore, 

sgn 0'; = (-1);. (AI) 

In Table II we summarize the action of the 0' i 

on vectors p E D\ for the four Lie algebras. If 
p E D' ~ D\ then we can find the action of 0'; by 
considering O'iO'~1I' For Aa we do not picture the 
chambers, but the relation (Al) still applies. In case 
of the Lie algebras of rank 2, the assertions in this 
table can be obtained directly from the diagrams. 
In case of As, however, this method is not practical, 
and we proceed as follows. 

We define a one-to-one correspondence between 
triples (n, n2, na) and 4-tuples (kI' ... , k4) satisfying 

/TiP = (n2 - nt, ~) 
/T j.caP = -/T j(n2, nt) 

/T7P = (2n2 - nt, n2) 
/Ti"W = -/TiP 

/TtOP = (2nt - 3n2, nt - n2) 
/TllP = (3n2 - nl, n2) 
/Tj*eP = -/TIP 

/T7P = (nt, nl - na, nt - n2) 
/TsP = (nt, nl + n3 - n2, nl - n2) 
/T9P = (nl' nt + ns - n2, ns) 
/TtOP = (ns - n2, nt + n3 - n2, na) 
/TllP = (ns - n2, nl + ns - n2, ni - n2) 
/Ti+t2P = -/Ti(ns, n2, nd 

0' 0' 0' 0' 

0' "2. 0" 
G, 0" 

0' . 
G, 

0" 
01 

01 
04 04 

(82) FIG. 3. Weylcharn-
bers for the Lie 
algebras of rank 2. 

L: k, = 0, by identifying ki as the coefficient of the 
unit ej in the sum L: n,(e, - ei+I)' Explicitly, 
we have 

A triple belongs to the principal chamber DI if and 
only if the numbers in the corresponding 4-tuple 
are decreasing. Equivalently, (nI , n2, na) E DI if 
and only if 

Now, the elements 0' E W (together with their 
signatures sgn u) are in a one-to-one correspondence 
with the permutations of the 4-tuple. The latter 
can be easily examined, and the assertions in Table 
II can thus be obtained. 
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The solution U(t) to the linear differential equation dU Idt = h(t)U can be represented by a finite 
product of exponential operators; In many interesting cases the representation is global. U(t) ... 
exp[gl(t)HJ exp [g2(t)H2] ... exp[gn(t)H,,] where g,(t) are scalar functions and Hi are constant opera.
tors. The number, n, of terms in this expansion is equal to the dimension of the Lie algebra generated 
by H(t). Each term in this product has tim~independent eigenvectors. Some applications of this 
solution to physical problems are given. 

I. INTRODUCTION This is an exact solution. 

CONSIDER a linear differential equation of the The scalar functions y;(t) are the solutions to a 
first order set of nonlinear differential equations 

dU(t)/dt = H(t)U(t), U(O) =1, (1) 

where Hand U are time-dependent linear operators 
in a Banach space or a finite-dimensional space. 
The operator H(t) is a given function of time. The 
initial value of U is the identity operator, and one 
seeks the solution U as a function of time. 

The operator H often appears in physics as the 
Hamiltonian in an equation of motion, or as a 
transition probability matrix in a Master equation. 
It usually has a finite basis, and can be written as 
a finite swn 

gi(O) = 0, (6) 

where 'rJik are nonlinear functions of the g's. Thus 
we have reduced the linear differential equations of 
(1) to the nonlinear differential equations of (6), 
reminiscent of the reduction of the linear Master 
equation to the nonlinear Boltzmann equation. For 
the important case where L is a solvable Lie algebra, 
the 'rJik form a triangular matrix, and the system (6) 
can be solved by quadrature. 

Approximate and formal solutions of Eq. (1) in 

H(t) = t a;(t)H;, 
i-I 

terms of a single exponential have been given by 
(2) Birkhoff/ Feynman/ Kubo,3 and Fer.' Magnus,5.6 

showed rigorously that the solution Uet) can be 
expressed locally as where a;(t) are a set of linearly independent complex 

valued functions of time, and H; are constant 
operators. The set of operators {HI'" Hml may 
be enlarged by repeated commutation to a Lie 
algebra L. The nwnber of linearly independent 
operators H; in L (the dimension of L) is often a 
finite nwnber n ;:::: m; this is always the case if H(t) 
is a finite matrix operator. 

It will be shown that if L is finite dimensional, the 
system of Eq. (1) with a time-dependent operator 
can be uncoupled into a set of independent systems 

U(t) = exp [t f;(t)H;], 
, -I 

(7) 

where the fi(t) are a set of scalar functions of time 
satisfying a set of nonlinear differential equations. 
Magnus also showed that if two sets of operators 
have the same abstract Lie algebra and expansion 
functions ak(t), they will have solutions in the same 
form with the same functions j;(t); other properties 
of H(t) become irrelevant to the problem. It will 

where each component Ui(t) is an operator satisfying 

(3) be shown that this often results in the reduction of 
many separate problems to one problem. If the 
dimension n of the Lie algebra is smaller than the 

(4) dimension of the space on which H(t) operates (this U;(O) = I, 

where (Mt) is a complex valued function of time. The 
solutions to (4) are Ui(t) = exp [gi(t)H i ], and UCO 
becomes a product of exponentials 

I G. Birkhoff, J. Math. Phys. 16, 104 (1937). 
2 R. Feynman, Phys. Rev. 84, 108 (1951). 
a R. Kubo, J. Chem. Phys. 20, 770 (1952). 
4 F. Fer, Bull. Classe Sci. Acad. Roy. Belg. 44, 5, 818 

(1958). 

U(t) = IT exp [g;(t)HiJ. 
6 W. Magnus, Commun. Pure Appl. Math. '1, 649 (1954). 

(5) 6 J. Mariani and W. Magnus, Research rept. no. BR-37, 
New York University, New York, 1961. i-I 
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is certainly the case if the operand space is a Banach 
space), the difficulty of the problem is reduced. 

These properties of Magnus' form of the solution 
of Eq. (1) are retained by the form given by Eq. (5). 
One of the advantages of (5) is that it is globally 
valid in a number of interesting cases. Another 
advantage of (5) is its relative ease in computation 
and added physical insight. As Eq. (7) is the ex
ponential of a sum, U(t) must be reevaluated for 
each value of t by a power series or an eigenfunction 
expansion; in Eq. (5), the eigenvalues and eigen
functions of each cop-stant operator Hi can be 
evaluated once for all times, and may possess some 
physical interpretation. The method of Magnus as 
outlined by Wichmann7 requires a finite-dimensional 
representation of the Lie algebra-not necessarily a 
trivial problem unless the algebra is semisimple. No 
such representation will be required in the method 
of this paper. 

A brief description of the Lie algebraic terms rele
vant to this paper is given in this section.s .D 

The solution U(t) lies in a subset of all linear 
operators GL; this subset is called the associative 
algebra R generated by H(t). The algebra R consists 
of all operators in H(t) plus all products 

ai = 1 to m 

Pi = 1,2,3 ... , 

and all linear combinations of such products. 
Every associative algebra gives rise to a Lie or 

commutator algebra L. We shall consider the Lie 
algebra generated by H(t). The Lieproduct of ele
ments H j and Hk is [H j , Hk] or H;Hk - H$;. 
The Lie algebra L consists of all operators in H(t) 
plus all Lieproducts 

[H a,[H a,[H a .... [H a,_" H a,] ... ]]J aj = 1 to m, 

and all linear combinations of such products. 
Every element of L generated by H(t) is also an 

element of R generated by H(t). The reverse is not 
true; HIH2 - H2HI is a Lie element, but H l H2, in 
general, is not. The Lie algebra L is thus a subset 
of R, and is defined by the commutation structural 
constants 

A 

[Hi, Hk] = L · ... /;kH ,. 
,-I 

Two Lie algebras of operators have the same 

7 E. H. Wichmann, J. Math. Phys. 2, 876 (1961). 
8 N. Jacobson, Lie Algebras (Interscience Publishers, Inc., 

New York, 1962). 
9 N. Bourbaki, Elements de Mathematique (Hermann & 

Cie, Paris, France, 1961), Vol. 26, Chap. on "Algebres de 
Lie." 

abstract Lie algebra if they have corresponding bases 
which give rise to the same structural constants. 

An example of a Lie algebra is the set {Q, P, I} 
with the commutation rules 

[Q, P] = ihI, [Q, /] = 0, [P,I] = O. 

A subset S of L is called a subalgebra if it is closed 
under the operations of addition, multiplication by a 
scalar and commutation. A subalgebra S is called an 
ideal if the commutator [X, Y] of XES and Y E L 
is in S. 

The set of those elements of L which are the result 
of commutation of two Lie elements forms the 
derived algebra L'. L' is an ideal of L. The derived 
algebra of L' is denoted by L". By induction, one 
forms the derived series 

L :) L' :) L" :) .,. . 

A Lie algebra L is said to be solvable if L (h) = {O I 
for some h; this clearly means the rest of the terms 
in the derived series are also zero. 

The union of two solvable ideals is again a solvable 
ideal; the union of all solvable ideals is called the 
radical. An algebra is said to be semisimple if its 
radical is {o}. An algebra is said to be simple if it 
has no ideal other than Land {o I, and if L' ~ {o}. 

The lower central series is constructed by re
labeling V = L', and defining L"+l to be all the 
elements that result from commutation of elements 
from L with elements from LA, i.e. L"+l = [L, L"]. L :) 
L2 :) L3 :) .... A Lie algebra L is said to be nil
potent if L h = {o} for some h. 

Examples of these terms will be given in Sec. III. 

II, THE UNCOUPLING THEOREM 

The results of this section are contained in a 
paper by the present authors. lo It is, however, 
worthwhile to present here the proofs of Eqs. (5) 
and (6) so that the calculations in Sec. III of this 
paper will be meaningful. 

The main theorem is based upon two lemmas. 
(i) (Baker-Hausdorff) If X, Y E L, then 

eXYe-x E L, and eXYe-x = Y + [X, Y] + 
[X, [X, Y1J/2! + [X, [X, [X, Y]]]/3! + 
Let us define the linear operator adX, X E L by 
the equation 

(adX) Y = [X, Y], YEL. 

Powers of the operator adX are defined in the usual 
way and thus 

(adX)2y = [X, [X, Y]], etc. 

10 J. Wei and E. Norman, "On Global Representations of 
the Solutions of Linear Differential Equations as a Product 
of Exponentials" (to be published in Proc. Am. Math. Soc.). 
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In terms of adX the Baker-Hausdorff formula can 
be rewritten as 

(8) 

(li) Let H1, H 2, ••• , H" be a basis for L. Then 

~ a;(t)H, = ~ y.(t{ IT exp (gjH j) ] 

X H{j!l exp (-gjH j)] 

~ Yi(t{ n exp {gjadH j} JH •. (14) [11 exp (gjH j) JH;[ g exp (-gjH j) ] 

n 

L~k.Hk' r = 1, ... ,n, 
Application of lemma (ii) to the terms on the right 

(9) of Eq. (14) yields 
k=l 

where each ~k' = h. (gl, ... , g.) is an analytic 
function of its arguments. 

The proof of lemma (i) is accomplished by direct 
computation. Equation (9) of lemma (li) follows by 
repeated application of lemma (i), and the analyticity 
of the ~k; is easily established. 

Theorem. Suppose the linear operator H(t) can be 
expressed in the form 

m 

H(t) = L aj(t)H; m finite, (10) 
i-I 

where the aj(t) are scalar functions of time, and the 
H j are time-independent operators. Let the Lie 
algebra L generated by H(t) be of finite dimension n. 
Then there exists a neighborhood of t = 0, in which 
the solution of the equation 

dUjdt = H(t)U, U(O) = I (11) 

may be expressed in the form 

U(t) = exp [Y1(t)H1] 

X exp [Y2(t)H2 ] '" exp [g,,(t)Hn], (12) 

where H 1 , '" , Hn is a basis for L, and the y,(t) 
are scalar functions of time. Moreover, the g,(t) 
depend only on the Lie algebra L and the ai(t). 

Proof: First note that we might just as well write 
A(t) = L7-1 a,(t)H. instead of A(t) = L':'-l ai(t)H., 
by simply setting a.(t) == 0 for i > m. Note also 
that at time t = 0, U(O) = I is in the form (12) 
with all y.(t) = o. 

Now let U be of the form (12). Since 

dJ: - 1; y,(t)[ n exp (gjH j) ] 

X X.[ g exp (yjH j ) J, (13) 

n 

AU = L a.(t)H.· U. 
;:-1 

We obtain, upon substitution of (13) into (12) and 
post-mUltiplication by the inverse operator U-\ 

Since the operators H k are linearly independent, we 
have a linear relation between the ak(t) and the 
y.(t). The elements ~ki of the transform matrix ~ 
are analytic functions of the g/s; 

a ~ y 
a1 ~1l ~:n Y1 
a2 Ya yeO) = o. (16) , 

an ~n1 ., . ~nn Y 

Since the ~ki are analytic functions of g, we have 
that the determinant A of ~ is an analytic function 
of g. We also know that at t = 0 ~ = I, and hence 
A(O) ~ O. These two facts show that there must 
exist a neighborhood No of t = 0 in which A ~ 0, 
i.e. in which ~ is invertable. We can thus write (16) 
in the form 

dgjdt = f(a, g) = ~-la, g(O) = o. (17) 

Since ~-1 is analytic in No, we are assured of a 
neighborhood of t = 0 in which the solution of (17) 
exists and is unique. This completes the proof of 
the theorem. 

The authors have shownll that the uncoupling 
theorem is global for all solvable Lie algebras, and 
for the real "split 3-dimensional" simple Lie algebra. 

m. SOME PHYSICAL EXAMPLES 

(a) The method of uncoupled exponentials will 
be illustrated in this section by examples from low
dimensional Lie algebras. Many physical systems 
give rise to low-dimensional Lie algebras. 

There is only one one-dimensional Lie algebra, 
which is of course Abelian. For any Abelian Lie 
algebra, eXe Y = eX+Y, and the solution of our problem 
is trivial. 

11 Reference 10, Theorem 2. 
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There are two distinct two-dimensional Lie 
algebras, one of which is Abelian. The non-Abelian 
algebra was discussed by Sack12 as the "Quantum 
Mechanical Shift Operator." This algebra is spanned 
by the operators X and Y with the commutation 
rules 

These operators also arise in the problem of the 
servicing of machines in queueing theory.15 

This algebra is solvable since the derived series is 

L= {X, V}, L'= {V}, L"= {OJ. 

The solution of the equation 

[X, Y] = Y. (18) dU/dt = H(t)U = (aCt)X + bet) Y)U U(O) = I 

The Landau-Teller transition probabilities of a 
system of simple harmonic oscillatorsl3 is a realiza
tion of the above algebra in an infinite-dimensional 
space. Defining the raising and lowering operators as 

"" 
R = L: (j + 1)(-Ej,i + E i+1.i), 

i=O 

"" 
S = L: j( -Ej,i + Ei-I,i), 

j=1 

we obtain the commutator 

"" 
[R, S] = R + S = L: {-(2j + l)Ei • i 

1=0 

+ (j + l)(Ei .i +1 + E i+1 • i)}, 

where Eik is the infinite matrix in which all ele
ments are zero except in the (j, k) position where 
the entry is unity. This algebra is abstractly identi
cal to the algebra of (18) where R is isomorphic to X, 
and R + S is isomorphic to Y. 

A second realization is provided by the kinetics 
of the deuterium exchange reaction.14 It is again a 
Master equation problem with only nearest-neighbor 
transition probabilities, but now the operand space 
is finite dimensional. The operators are given by 

8-1 

R' = L: (8 - j)( -Ej,i + E i + 1 .;), 

i=O . 
S' = L: j(-E i . i + E i - I • i ), 

i =1 

which possess the commutator 
. 

R', S'] = R' - S' = L: (2j - 8)Ei.i 
i=-O 

B-1 B-1 

- L: (j + I)Ei .i +1 + L (8 - j)Ei+l.i, 
;=0 i=O 

where 8 + 1 is the dimension of the operand space, 
and E jk is an (8 + 1) X (8 + 1) matrix. This algebra 
is again isomorphic to the algebra of (18) where - S' 
is isomorphic to X, and R' - S' is isomorphic to Y. 

12 R. A. Sack, Phil. Mag. 3, 497 (1958). 
13 E. W. Montroll and K. E. Shuler, Advan. Chern. Phys. 

1, 371 (1959). 
14 J. R. Anderson and C. Kernball, Proc. Roy. Soc. (Lon

don) A226, 472 (1954). 

can be written as 

U(t) = exp [fCt)X· exp get) Y]. 

Equation (14) gives aX + bY = jx + g(emdIX) Y, 
and Eq. (8) gives (eadIX)y = ely. One obtains then 

[:J = II~ e~1 [~} 
or 

j=a 
g = be-I, 

which can easily be solved by quadrature. Thus we 
have reduced many different problems to the same 
quadrature problem. 

(b) The simplest non-Abelian three-dimensional 
Lie algebra is spanned by the operators {Q, P, I} 
with the commutation rules 

[Q, P] = ihI, [Q, I] = 0, [P, I] = O. (19) 

This algebra is solvable, and it is well known that 

eQ+P = eQePei'lrIl2. 

The operators for the scattering of x rays by 
crystal lattices16 form a 4-dimensional Lie algebra 
which is an easy extension of the algebra of (19). 
It is spanned by the operators {Q2 + p2, Q, P, I} 
with the additional commutation rules 

[P 2 + Q2, Q] = -2iliP, [P2 + Q2, P] = 2ihQ, (20) 

[P2 + Q2, I] = O . 

These two algebras are solvable since 

L = {p2 + Q\ Q, P, I}, L' = {Q, P, l}, 

L" = {I}, L'" = to}, 
The algebra of (19), (20) can be expressed more 
conveniently in terms of the bases 

{TV == p
2 + Q\ X == Q - iP, Y == Q + iP, I}; 

the commutation rules become 

[TV, X] = 2liX, [TV, Y] = -2liY, [X, Y] = -2M. 

If an equation of motion is written as 

16 W. Feller, An Introduction to Probability Theory and 
Applications (John Wiley & Sons, Inc., New York, 1957), 
p.416. 

16 G. H. Weiss and A. A. Maradudin, J. Math. Phys. 3, 
771 (1962). 



                                                                                                                                    

LINEAR DIFFERENTIAL EQUATIONS 579 

dUldt = {a1(t)W + a2(t)X + aa(t) Y + ait)!} U, 

and the solution is 

U = exp [gl(t)W]· exp [g2(t)X] 

. exp [ga(t) y]. exp [g,(t) I] , 

we have from Eqs. (8) and (14): 

al 1 0 0 0 gl 

a2 0 e2'1ru , 0 0 g2 

aa 0 0 e-2'1rg , 0 ga 

a 0 0 -2hg2 1 g, 

or 
. -2*"'1 g2 = e a2, 

g4 = a4 + 2hg2e2'lr
g

, aa . 

These equations are easily solved by quadrature. 
All of the algebras discussed in examples (a) and 

(b) are solvable; hence the given solutions are 
global. 

(c) A celebrated three-dimensional Lie algebra is 
the "split 3-dimensional simple algebra" charac
terized by 

[E, F] = H, [E, H] = 2E, [F, H] = -2F. (21) 

These rules of commutation are satisfied in a finite
dimensional operand space by the three components 
of angular momentum for a rotator17 where 

E = (mz + im.)/ih, 

H = -2m.lh. 

F = (mz - im.)/ih, 

In an infinite-dimensional operand space, this is 
realized by the simple harmonic oscillator18 where 

E = Q2/2ih, F = P2/2ih, H = (QP + PQ)/2ih. 

Given this Lie algebra and the dimension of the 
representation, it is known that these are the only 
irreducible representations in the sense of iso
morphism. 

For a simple harmonic oscillator where the re
storing force is time-dependent, the wave equation 
may he written as 

dUldt = (a(t)H + b(t)E + c(t)F)U, 

and the operator U is expanded as 

U(t) = exp [h(t)H]· exp [g(t)E]. exp [j(t)F]; 

then Eqs. (8) and (14) give 

17 P. A. M. Dirac, Quantum Mechanics (Oxford University 
Press, New York, 1957). 

18 Reference 17. 

II 
1 0 g l;l 0 -2h 2 -2h e ge 

0 0 e+2h 

or 

k = a - ge-2hc, g = be2h - le-2hc, j = e-2hc. (22) 

This algebra is not solvable, and the scalar func
tions h, g, and f cannot be found by quadrature. The 
solution of the system (22) is reduced to quadrature 
after solving the Riccati equation 

u - u 2 + p(t)u + q(t) = 0, 

pet) = -tic, q(t) = be - a2 
- a + (t/c)a, 

satisfied by k(t). 
The general continuous-time Markov process in 

three-dimensional space consists of six independent 
operators which form a Lie algebra {E21 - Ell; 
Eal - Ell; E12 - E 22 ; Ea2 - E 22 ; E31 - Eaa; 
Ea2 - E33}' This algebra is not solvable. A general 
reduction principle and method will be given in the 
next section which can be used to decompose any 
Lie algebra into the solvable radical and a number 
of simple subalgebras. We shall be content to state 
the results of the decomposition here. 

The Lie algebra L is decomposed to the sum 

L = R + S, 
where R is the solvable radical spanned by 

A= 

-1 0 

o -1 

o 
0, B= 

-1 

2 

-1 

2 

-1 

2 , 

1 1 o -1 -1 -1 

c= 
1 

o 
1 

o 
1 

o , 
-1 -1 -1 

and S is the simple subalgebra spanned by 

o -! 0 

E = 0 

o 
o o , 

o 

H= 

F= 

-1 -1 

o 
1 

1 

o 

-1 

2 

-1 

o 
O. 

o 

_1 
2 

1 
_1 

2 

o 
o , 
o 

S, as a subalgebra, has the commutation rule of 
Eq. (21). The rest of the multiplication table is 



                                                                                                                                    

580 J. WEI AND E. NORMAN 

E F H 

o o A 0 

B C o -B 

C 0 -B C 

A B G 

o -B -C 

B 

C 

o 
o 

o 
O. 

In this example and in example (c), the solution is 
agaion global. 

Another complicated algebra is that of the proper 
orthochronous inhomogeneous Lorentz group.19 The 
Lie algebra is ll-dimensional with the following 
elements and commutation rules: 

{I, H, PI, Pz, P 3 , J 1 , J z, J 3 , d11 dz, d3 1; 
[H, p,J = [H, J,J = 0; [H, d,J = -iP,; 

[Pi' P;] = 0; [Pi' J;] = iEijkPk; 

[P" d;] = -io,;!; 

[J" JjJ = iEijkJk; [J" d;] = iEiikdk; 

[d;, djJ = -iE;jkJk, 
where 

Et23 = E231 = E312 = 1 I 

E3Z1 = Et3Z = EZ13 = -1; 

all other E;jk are zero. 

(23) 

It will be shown that this algebra can be decomposed 
into a five-dimensional radical and two three
dimensional simple subalgebras. 

IV. REDUCTION PRINCIPLE AND METHOD 

If, in the equation dU/dt = H(t)U, the Lie 
algebra L generated by H(t) is solvable; then Eq. (17) 
can be solved by quadrature. The task for high
dimensional algebras is more tedious-but no more 
difficult-than for low-dimensional algebras. On the 
other hand, if L is not solvable, then the difficulties 
in solving (17) mount rapidly as the dimension of L 
increases. In this section, we present a method for 
reducing a Lie algebra to its component parts. If 
the algebra is solvable, no reduction is needed; if 
it is simple, no reduction is possible. However, as 
indicated in the preceding section, there do exist 
physically interesting algebras which are neither 
solvable nor simple. 

First we shall present the relevant theoretical 
results, and show how they are used in the reduction 
of our problem. Proofs of these results may be found 
in the literature,2o.21 but these proofs are of the 
nature of existence proofs and thus are not very 
useful in practice. 

19 J. S. Lomont and H. E. Moses, J. Math. Phys. 3, 405 
(1962). 

'0 Reference 8. 
.1 Reference 9. 

Definition 1. A Lie algebra L is said to be the 
semidirect sum of the subalgebra L1 and ideal L2 , 

L = L1 EB L2, if Ll n L2 = 0, and if every element 
x E L can be written uniquely as a sum x = Xl + Xz 

with Xl E Ll and X2 E Lz• If Ll and L2 are both 
ideals of L then the sum is said to be direct. 

The definition can be extended in an obvious way 
to any number of summands. 

Structure theorem. A finite-dimensional semisimple 
Lie algebra L may be decomposed into the direct 
sum L = L1 EB Lz EB '" EB L r , where the L, are 
ideals which are simple algebras. 

Levi' 8 theorem. If L is a finite-dimensional Lie 
algebra with radical R, then there exists a semi
simple subalgebra S of L such that L is the semi
direct sum L = S EB R. 

In the equation dU /dt = H(t)U, where H(t) 
generates L, the decomposition L = S EB R gives 
rise to the corresponding decomposition, H = H s + 
HR of H, where HR E Rand Hs E S. Let 

dU/dt = HU = (Hs + HR)U. (24) 

Define U Rand Us by 

dUs dUR (U-IH U )U ---;zt = HsUs , ---;zt = S R S R' 

Since R is an ideal in L, we see [by lemma (i)J that 
UsIHRUS is in R. It is easy to verify that U = USUR 
satisfies (24). The fact that R is solvable makes it 
easy to find U R once U 8 has been found. To reduce 
the task of finding Us we make use of the structure 
theorem. Write S = Sl EB S2 EB ... EB Sr. Then 
H = HI + ... + Hr where Hi E St. Making use 
of the fact that [Ui , HjJ = 0 for i ~ j, it is easy to 
see that Us = U1U2 ••• Ur, where U; satisfies the 
equation dUjdt = H,U;. 

We shall now describe a method by which one 
can carry out in practice, the reduction embodied 
in the structure theorem and Levi's theorem. 

Definition 2. A subalgebra :JC of a Lie algebra L 
is called a Cartan 8ubalgebra if (1) :JC is nilpotent 
and (2) the set of all x E L such that [x, hJ E :JC 
for every hEX (the normalizer of X) is simply 
:JC itself. 

The construction of a Cartan subalgebra is the 
first step in carrying out the reduction. Frequently 
a Cartan subalgebra can be found by inspection. 
Failing this, one may be constructed by first finding 
a regular element. 

Definition 3. An element h E L is called regular 
if the number of independent elements x E L so 
that (adh)kx = 0 for some k, is minimal. 

If h is a regular element, then the set JC defined 
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by JC = {x ELI (adh)kx = 0 for some k} is a 
Cartan subalgebra. 

There exists a straightforward method for finding 
a regular element.22 

We will now illustrate the way in which a Cartan 
subalgebra is used to effect the decomposition of L. 
The general method is easily inferred from the 
example. 

A Cartan subalgebra of the proper orthochronous 
inhomogeneous Lorentz group can be determined by 
inspection to be JC = {I, H, d1 , J 1, Pd. Next, we 
determine all the eigenvalues of the linear operators 
adI, adH, etc. The matrices corresponding to these 
linear transforms are quite simple, and the eigen
values are readily found and given in Table I. 

Next we define an element x of L to be a 
generalized eigenvector of h with eigenvalue X if 
(abh - X)kX = 0 for some positive integer k. The 
generalized eigenvectors are found and tabulated 
in Table II. 

Next, by a suitable linear combination, one ob
tains a set of simultaneous eigenvectors to these 
five operators, that span L. The simultaneous 
generalized eigenvectors and the corresponding 
eigenvalues are tabulated in Table III. 

At this stage, it is convenient to remove the ele
ments belonging to the radical from Table III. The 
method of finding the radical of a Lie algebra is 
quite straightforward, and is fully described by 
Jacobson.23 The radical of this algebra is found to 
be R = II, H, PI, P 2, Pal. After deletion of the 
radical, Table III becomes Table IV. 

The contents of Table IV forms a semisimple 
algebra of six dimensions. Thus we have accom
plished the decomposition given by Levi's theorem, 
L = S EEl R. The next step is to decompose S 
into simple subalgebras according to the struc
ture theorem. By a linear combination of the ad
joint operators, we replace Table IV by Table V. 
By noting that [B, A] = 2(J1 - id1) and [D, C] = 

2(JI + id l ), the decomposition is now complete: 

L = LI EEl L2 EEl R, 
where 

R= {I, H, PI, P 2 , Pal, 

LI = {JI - id l , (t12 - J a) - i(t1a + J 2), 

(t1 2 + J a) + i(t1a - J 2)1, 
L2 = {J I + it1 l , (d 2 + J 3) - i(t1a - J 2), 

(t1 2 - J a) + i(t1a + J 2)}. 

22 Reference 8, p. 60. 
SI Reference 8, p. 73. 

TABLE I. 

operator eigenvalues multiplicity 

ad I 0 11 
adH 0 11 
ad PI 0 11 
adJI 0,1, -1 5,3,3 
ad 9', 0, i, -1 7,2,2 

TABLE II. 

operator eigenvalues generalized eigenvectors 

o all elements of L 
o all elements of L 
o all elements of L 

ad I 
adH 
ad PI 
ad 91 o I, H, 9" J" PI, P2, P, 

i 9,- J a, 9a + J 2 

- i 92+ J" 9,- J 2 

o I, H, 91, J I , PI 

1 92- i9a, J 2 - iJ3, P,- iP, 
- 1 92 + i9" J 2 + iJ" P 2 + iP" 

TABLE III. 

eigenvector adl adHadP I ad91adJ, 

P2 + iP3 0 0 0 
P2 - iP3 0 0 0 
(92 - J 3 ) + i(93 + J 2 ) 0 0 0 
(92 + J 3 ) + i(93 - J 2 ) 0 0 0 
(92 + J 3 ) - i(93 - J 2 ) 0 0 0 
(92 - J a) - i(93 + J 2 ) 0 0 0 

TABLE IV. 

eigenvector ad 9 I 

D = (92 - J a) + i(9a + J 2 ) 

B = (92 + J a) + i(9a - J 2 ) - i 
C = (92 + J a) - i(93 - J 2 ) - i 
A = (92 - J a) - i(9a + J 2 ) 

eigenvector 

A 
B 
C 
D 

TABLE V. 

2 
-2 

o 
o 
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Erratum: Zero-Point Energy of an Electron Lattice 

[J. Math. Phys. 1,395 (1960)] 
ROSEMARY A. COLDWELL-HORSFALL 

Department of Physics, The University, Sheffield 10, England 
AND 

ALEXEI A. MARADUDIN 

Westinghouse Research Laboratories, Pittsburgh 35, Pennsylvania 

An error was made in the calculation of the eighth 
moment of the frequency spectrum of the electron 
lattice. Instead of the values quoted in Eq. (4.15) 
read 

Us = 0.085125, Vs = 0.424824. 

The subsequent equations now become 

Eo/N = !h<"p(0.553467), 

C2 = 23.548, C. = -52.206, 

with the extrapolated value 

Eo/N = !h<".,(0.5143). 

Using the more accurate value 

C2 = 29.984, 

(4.16) 

(4.18) 

(4.19) 

(4.20) 

C. = -107.99, and C6 = 83.670. (4.21) 

The extrapolated value of the zero-point energy 
using these three C2,. is 

Eo/N = !h<",,(0.5116) = 2.658/r! Ry. 

Thus we see that the result obtained by the moment
trace method is in very good agreement with Carr's 
result, 2.66/r! Ry, and also with the value 2.661/r! 
Ry obtained by Lasterl who has computed the fre
quency histogram for 16 000 wave vectors in the 
first Brillouin zone. We would like to thank G. 
Bambakidis for finding the error in Us, and S. J. 
Laster for communicating his results to us. 

IS. J. Laster, Thesis submitted in partial fulfillment of 
the requirements for the degree of Master of Science, Southern 
Methodist University (1962). 
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